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Abstract

The objectivity of statistical analysis hinges on the assumptions made about the form and
complexity of the model used to fit the data. These usually take the guise of “nuisance
parameters” which must be set based on some meta-level knowledge of the problem to
be solved. This dissertation seeks to contribute statistical methods which require as little
meta-level knowledge as possible, and yet are computationally and analytically tractable
enough to operate on real-world datasets.

This goal is partially achieved within the framework of Bayesian statistics, which
allows the specification of prior knowledge, and lets the data correctly constrain model
complexity. However, for all but the simplest of statistical models, a full Bayesian treat-
ment is often analytically and computationally intractable. We therefore explore the
usefulness of approximation techniques; in particular, those stemming from variational
calculus, to gain analytical tractability when performing statistical inference in complex
graphical models.

We provide a novel, analytically closed-form solution to estimating the cardinality of
mixture models, by locally approximating the evidence for splitting existing models, and
thus growing complexity as needed. We contribute a solution to the problem of estimating

forgetting rates for online learning by modeling the non-stationarity of the model as a set

xi



of drifting parameters, thus allowing a variational Kalman smoother to estimate the time
scale of the process drift. We also address the estimation of Bayesian distance metrics
for locally weighted regression — a problem commonly known as supersmoothing — by
probabilistically modeling the kernel weights assigned to the data.

Another contribution of this dissertation is the development of statistical inference
methods which are computationally scalable. We derive a probabilistic version of back-
fitting — a highly robust and scalable class of supervised non-parametric algorithms —
and demonstrate that, among others, the framework of sparse Bayesian learning arises
from this class as a special case.

We conclude that in several difficult statistical learning problems, principled approx-
imation techniques, and careful model construction can create scalable and robust algo-
rithms which eliminate the most difficult model complexity parameters, while retaining

their applicability to large, complex and underconstrained data sets.
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Chapter 1

Introduction

Humans and other biological learning “machines” demonstrate an immense amount of
variability in learning strategies, along with an adaptive ability that spans a wide range
of spatio-temporal scales. In this sense, they are truly autonomous learning entities since
they require little outside intervention to configure the adaptive process.

The last several decades of research in the artificial intelligence and in particular,
machine learning, have been working towards this goal of achieving greater autonomy in
complex adaptive systems that can function in the real world with minimal monitoring
and intervention. However, developing a machine learning framework that can display
the same robustness as its biological counterpart, and operate without modification on
the many noisy, large and underconstrained data sets that the real world has to offer has
been an elusive goal. In some sense, we can regard the autonomy of an intelligent system

at two levels:

Task-level autonomy: Autonomy at this level concerns itself with judging the correct
actions to carry out based on the perceived state of an uncertain environment. A

robot (for example) must choose between various actions or behavior modes that



achieve goals or maximize expected rewards. Hierarchical plan generation, and
decisions involving role and resource allocation in groups of intelligent entities also
fall under this domain. Research on planning, reinforcement learning and POMDPs

for example, addresses the autonomy required to accomplish these tasks.

Inference-level autonomy: Task-level autonomy relies on basic statistical operations
such as regression, classification, clustering and density estimation to provide the
building blocks of action and reasoning. For example, an autonomous humanoid
robot requires that the statistical models of its inverse dynamics are constructed
before the task of planning movements and trajectories is successful. This is fun-
damentally a regression problem from the representation of a desired movement, to
the actuator commands required to achieve it. Autonomy at the inference level is
concerned with the construction of such models of the observed data. This type of

autonomy is the primary topic of this dissertation.

When discussing inference-level autonomy, it is important to note the distinction
between choosing the correct model, and optimizing its parameters to fit the data. While
there exists an extensive body of literature that deals with the optimization of model
parameters, this process must necessarily rely on the appropriate model being chosen to
begin with. In particular, a crucial aspect of model choice involves the specification of
its complexity or modeling capacity which directly influences its capability to fit either
simple or complex data sets. As we shall see, incorrectly specifying this “parameter” can
lead to a failure to generalize correctly to unseen data. Even though setting the model

complexity correctly is an important part of model construction, for an intelligent system



Figure 1.1: The Sarcos humanoid robot.

that functions in the real world and which faces the task of analyzing data that could
arise from processes of varying complexity, having an oracle specify the correct model
complexity at each instance does not result in a great deal of autonomy.

Besides the requirement of autonomy in specifying the model complexity, this deter-
mination must be achievable in an efficient manner, both in the use of data as well as
computation time. As an example, when learning its own inverse dynamics, the Sarcos
humanoid robot shown in figure 1.1 has a mere 2ms to incorporate new data in to the
existing model and generate a motor command for the following timestep. Also, with
training data being available at such high frequencies, and thus very large quantities, it

becomes necessary to efficiently cache useful statistics from the data such that we are



not burdened with processing the entire history every time we wish to generate a useful
prediction.

Of the many approaches to machine learning, the field of statistical learning embod-
ies some of the most promising features that we would expect from truly autonomous

learning:

Representation of uncertainty: Learning machines are faced with numerous sources
of ambiguity and uncertainty. Real-world data is frequently corrupted by noise and
outliers due to sensor limitations. Taking into account this stochasticity is vital to
the success of any learning system. Modeling the learning process as probabilistic
inference can implicitly and explicitly represent the uncertainty in both our assump-
tions about the world and the inference results. In effect, modeling uncertainty gives
us knowledge about the “lack of knowledge”, allowing a learning system to focus

on reducing this uncertainty.

Meta-learning: The ability to “learn how to learn” is a key element of producing robust
learning systems that can adapt to varying degrees of problem type and complexity.
For example, while conventional neural network research has taken inspiration from
biology’s computational structure, it has failed in creating a principled description
of self-regulated learning so often found in biological systems. One of the main
strengths of a statistical learning machine is its ability to mathematically quantify
uncertainty in itself. As we shall see, this feature allows us to perform an impor-
tant component of self-adaptation; automatic determination of statistical model

complexity.



1.1 Nuisance Parameters in Statistical Learning

At the core of statistical analysis is the model used to fit the observed data. The most
crucial decision facing the analyst is the structure of this model. Model structure en-
capsulates the key assumptions about the process that is believed to have generated the
data, and hence constrains the analysis results such that it is possible to generalize from
them in a meaningful manner. The exact definition of what constitutes “model struc-
ture” varies drastically as one moves between the various research sub-communities in
machine learning, but a common thread seems to suggest that one should interpret struc-
ture as a set of restrictions on the space of possible hypotheses that can explain the data
(Mitchell 1997). Without assumptions to constrain this space, one can do no better than
to memorize the observed data — a solution that is as trivial as it is useless.

The assumptions used to develop a statistical model can be coarsely divided into two

main categories:
1. Assumptions that describe model form.
2. Assumptions that restrict model complezity.

Often, the first category of assumptions are motivated by constraints of efficiency
and representation ability. For example, efficiency constraints may require us to model
a data set using a collection of computationally efficient locally linear models, while the
knowledge that we are modeling periodic data may prompt us to use a basis space of
sine and cosine functions or von Mises distributions'. Kernel methods, which include the
popular support vector machine (SVM) (Scholkopf & Smola 2000), and Gaussian process
regression (Williams & Rasmussen 1996), feature a particularly direct example of choice

5



in model form, since their function analytic view requires the explicit choice of function
class (polynomial, linear, Gaussian etc.) by choosing the corresponding (combination of)
reproducing kernel Hilbert spaces (RKHSs) within which a solution is to be found.
What we will primarily concern ourselves with throughout this dissertation, is the
second category of assumptions: those that determine the model complexity. Complexity
parameters occur in many forms in statistical learning models. The following list is a

small set of examples:

Number of assumed latent dimensions for dimensionality reduction.

Number of components in a mixture model.

Number of relevant inputs or features for supervised learning.

Spatio-temporal distance metrics for local learning.

Size of the window of sufficient statistics in online learning.

A common property of all these parameters is that by tuning them, we can create a
spectrum of models, which are able to fit data sets of various complexities. For example,
assuming a small latent dimensionality in principal component analysis (PCA) allows the
model to only fit a set of simple data sets of low dimensionality, while producing large
errors on data sets with high-dimensional structure. The effects of underestimating model
complexity are easy to detect since we observe poor modeling performance on the so-called

training data set. Overestimating model complexity is a far more difficult problem to

'"Defined as p(zx) = %w for x € [0,27) where Io(-) is a modified Bessel function of first kind,

the von Mises distribution is a circular analog of the Normal distribution



tackle since the model will perform extremely well on the training data, but fail miserably
when generalizing to unseen examples. This phenomenon is well known in statistical
learning literature as the bias-variance tradeoff (Geman et al. 1992). Essentially, an
overly complex model will fit the (inevitable) noise in an observed data set, and successive
re-training from multiple data sets will result in wildly differing estimates (high variance)
of the model parameters.

In many cases, prior knowledge of the data-generating process may help us make
an educated guess about the correct model complexity. For example, knowing sensor
limitations may help us bound the frequency range of a measured signal, thus introducing
smoothness constraints in the model used to analyze it. However, such knowledge is not
always easy to come by, and may be difficult to infer a priori. Picking the correct values for
these complexity parameters is therefore crucial to the outcome of the inference process,
and yet these are the parameters for which we would most like to have the data tell us
their value. It is little wonder that these complexity variables are often termed “nuisance
parameters”.

As the following section will demonstrate, the framework of graphical modeling, in
combination with the application of Bayesian statistics can provide an elegant solution
to the problem of determining model complexity. However, as we will discuss in chapter
2, more often than not, this solution is analytically and computationally too difficult to

apply to most real-world problems.



Log
Model | MSE | Evidence | LOO-CV
My 44.85 100.25 78.05
M 15.55 104.38 25.84
M3 7.92 59.91 901.06

Figure 1.2: A simple regression task, to which models M7, Mo, and M3 (of increasing
complexity) are applied. The table shows the scores assigned to the model by three
metrics: mean squared error (MSE), log Bayesian evidence, and the leave-one-out cross
validation error (LOO-CV). The best score (corresponding to the choice of model) is
indicated in bold in each column.

1.2 Bayesian Model Complexity Estimation

Bayesian inference provides an elegant framework for the automatic determination of
model complexity. Consider the simple regression task of figure 1.2. Assume that we
have 3 models of increasing complexity M, My and M32, and our goal is to find the

complexity level that best explains our observed data xp. As we can see from figure 1.2,

2In this example, polynomials of order 1, 2 and 6, respectively.



using a naive goodness-of-fit measure such as mean squared error (MSE) on the training
data, would select the model with the highest complexity since it achieves the least MSE.
The generalization ability (closeness to the true function) however, suffers greatly as the
complexity is over/underestimated.

How can we best determine which of the three models has the correct complexity for
this data set? As a Bayesian inference problem, this is best stated as finding the model

M which maximizes:

p(xp|M;)p(M;)
p(xp)

p(Milxp) = (1.1)

If we have no prior preference between the models, then p(M1) = p(Msz) = p(M3) =
1/3, and it is the so called evidence p(xp|M;) that will decide between the models under
consideration. This quantity is fairly polyonymous; statistics literature refers to it as
the “marginal likelihood”, while the physics community calls it the “partition function”.
Notably, this term also features as the normalization constant in the Bayesian inference
of the posterior distribution over unobserved parameters (or hidden variables) x3 in a

model, conditioned on the observed variables xp:

p(xplxn)p(x1|M;)
p(xp|M;)
—_——

evidence

Does maximizing evidence arrive at the correct choice of model complexity? To answer
this, consider the caricature scenario depicted in figure 1.3 (adapted from (Bishop 1995)).

Each point on the horizontal axis represents a single data set. Low-complexity statistical



order ‘order2 order 1

XD
(space of all possible N—point datasets)

Figure 1.3: A caricature of why the evidence framework achieves model complexity regu-

larization. Each of the three curves is the evidence that the corresponding model provides
over the space of possible data sets.

models such as M; are only able to give high probability to a small subset of data
sets. As the complexity of the model increases, it is able to give high probability to a
larger selection of data sets, however since the probability over all data sets must sum
to 1, the probability mass is “spread thin” resulting in a lower numerical value for the
evidence. Hence when a data set of intermediate complexity is observed, it falls outside
the region modeled with high probability by M, and although it is modeled equally well
by both My and M3, the evidence for My is greater, giving us the correct choice of model
complexity. In this way an idiom known as Ockham’s razor is achieved, which seeks the
simplest solution to a problem from a collection of solutions that model the data equally
well. The “Log Evidence” column of the table in figure 1.2 reflects this choice in our toy
regression problem. Note that this framework does not eliminate the ability to express

our prior belief in a higher complexity class. If we have strong prior reason for believing

10



that Mg is the true model, then this is merely reflected in the prior probability p(M3s),
which weights the curves of figure 1.3 appropriately to generate the correct model choice
in equation (1.1).

Thus, the key is to compare model structure by looking at the evidence p(xp|M;)
that the data provides for the model.

While this framework seems like a very intuitive and reasonable solution to the prob-
lem of estimating model complexity, the detail that we have glossed over, is that in
order to obtain the evidence, we must integrate over (or marginalize out) the unobserved

parameters x3; of the model:

p(xp|M;) = / p(ep ) p(kd My)der, (1.2)

For variables in x7; that are discrete, the marginalization takes the form of a summa-
tion. Immediately obvious are two difficulties: for discrete variables, even if the number
of values each variable can take is small, the number of terms in the summation is ex-
ponential in the number of variables. Secondly, for continuous variables, the analytical
integration itself may be intractable. While section 2.2 discusses some general algorithms
for performing this marginalization in the context of graphical model representations,
we shall see that in general, this problem is extremely difficult, both analytically and

computationally.

11



1.3 Alternatives to the Evidence Framework

The quest for Ockham’s razor is well documented in statistical learning literature. As
the toy example in section 1.2 showed, given a noisy data set, it is very likely that for
a model in which the complexity has been overestimated, the unneeded complexity will
simply be used to fit the noise component of the training data, and thus will render the
model’s generalization capability to unseen data useless. Part of the problem also arises
from the fact that we are dealing with an inductive setting, in which we do not know the
exact set of data points on which we will eventually be evaluated?.

While there are several techniques that can be used to regularize model complexity,
the following sections will touch upon some of the most prevalent in current statistical

learning literature.

1.3.1 Cross-Validation

Knowing that an overly complex model will perform well on training data, but badly on
test data, an obvious solution is to keep aside a subset of data called the validation set on
which the trained model is tested. All candidate models M; are trained, and the model
corresponding to the lowest error on the validation set is chosen. Varying the method of
selecting the validation set gives rise to an entire spectrum of cross-validation methods
(Stone 1974, Stone & Brooks 1990) in which the data set is split into S disjoint subsets.
FEach model is repeatedly trained on S — 1 chunks and validated on the subset that is left

out. An extreme case is leave-one-out cross validation, in which a single data point is left

3Settings where this information is known, fall within the framework of transductive learning.

12



out as the validation set, and the error of the model is averaged over all training cycles
that leave out each data point in the training set. The third column (LOO-CV) of the
table in figure 1.2 shows that the cross-validation approach correctly selects the correct
model complexity for the toy problem presented.

Although cross-validation is traditionally regarded as computationally expensive, real-
time learning algorithms exist in which leave-one-out cross validation can be implemented
exactly, and in an efficient manner (Vijayakumar et al. 2004, Vijayakumar & Schaal 2000,
Vijayakumar et al. 2000). A related method which also uses a validation set is early
stopping used in gradient based multi-layer neural network learning, in which training
stopped when the error on a validation set increased thus preventing the network weights
from taking on extreme values.

Another potential pitfall, is that when the observed data itself is sparse, it may not
be feasible to leave out a portion of it for cross-validation. Indeed it is in such undercon-
strained situations when correct model regularization is of the utmost importance, and

where Bayesian methods tend to excel.

1.3.2 Minimum Description Length

The basic idea underlying the Minimum Description Length (MDL) principle (Rissanen
1978, Rissanen 1996), is to view learning as a data compression problem. Intuitively,
the probabilistic model that generated the data, is the most succinct description of the
data set, and thus provides the most compression. Given a set of models { M1, Mg, ...}
with varying complexities, we view each model M; as a mechanism for compressing (or

equivalently, describing in as short an encoding as possible) the observed data set xp.
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The choice of model is therefore the one that minimizes a quantity called the stochastic

complexity L(xp|M;) defined as:

I:(XD|M2) = L(xp|xy"; M;) + C(M,;) (1.3)

where x3* = argmaxy,, L(xp|xy € M;), and is equivalent to choosing the best “in-
stance” of model within the class M,;. The quantity L(xp|xy*;M;) is the encoding
length of data xp under the best instance, and is defined by the Shannon-Fano code-
length L(xp|M* € M;) = —log p(xp|x%*). The quantity C'(M;) is called the parametric
complexity of M; and relates to the overall complexity of the model. Intuitively then, we
can interpret equation (1.3) as a two-part cost function; the first part which depends on
the fit to the data, and the second, which penalizes the overall score proportional to the
complexity of the model.

The crucial difference between MDL and Bayesian interpretations of inference, is that
in the MDL framework, the probability distributions p(:|M;) are treated merely as en-
coding objects. Unlike Bayesian modeling where we interpret the probability distribution
as being some plausible explanation of how the data was generated, the MDL framework
does not concern itself with this plausibility at all. MDL accepts a candidate model, even
if we know for sure that the data was not generated by that model, since even a com-
pletely implausible model is a perfectly valid (albeit probably very inefficient) encoder of
the observed data.

How does MDL relate to Bayesian inference? Obviously, if the observed data was truly

generated by a particular model’s distribution p(-|M;), then this distribution also provides
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the optimal (minimum) encoding length under MDL. Also, for the exponential family of
models, MDL selection coincides with Bayes factor model selection based on the non-
informative Jeffrey’s prior prior over the probability manifold (Jeffreys 1946, Bernardo &
Smith 1994). Jeffrey’s prior is derived from the consideration that any rule for determining
the prior density p(x7) over unknown variables should yield an equivalent result if applied
to a transformation x3’ = ¢(x7¢) of the variables. This choice of non-informative prior
1/2

is p(xp) = J(xy)"/? where J(x7) is the Fisher information for x:

o =222’ ) -~ (“3)

1.3.3 Bayesian/Akaike Information Criteria

We noted that the MDL method can be viewed as creating a two-part cost function
which penalizes higher model complexity that does not justify a proportional increase in
the efficacy of modeling the data. Both the Schwarz Bayesian Information Criterion (BIC
or SBIC), and the Akaike Information Criterion (AIC) offer similar penalty terms, but
are derived from very different considerations.

BIC (Schwarz 1978) can be derived by performing a Laplace approximation to the
integral required in maximizing the posterior probability over a set of candidate models
(c.f. equation (1.2)). Under a large sample assumption, the correct model is chosen by

maximizing the following expression over the collection of candidate models.

1
BIC (M;) = Inp(xp|xi*, M;) — 5 |IM;|In N (1.4)
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where xy* = arg maxy,, In p(xp|xp, M;), |M;| denotes the number of unknown param-
eters xy in M;, and N denotes the number of observed data points. A more accurate
version of BIC can be derived by retaining the second order derivative terms of the like-

lihood function:

1 1 1
BICy (Mz) = lnp(xD|XH*,./\/li) — 5 ’Mz’ InN — 5 IH‘JZ (XH*)‘ + 5 |MZ‘ In 27

where

1 0% Inp(xplxn, M)
N aXHaXHT

Ji (x1*) =

XH :XH*

Note that the Fisher information term is identical to the one we saw in the previous
section. An important property of BIC is that it can be shown to be a consistent model,
i.e. if the true model M* exists among the set of candidate models, then the probability
of selecting the model of correct complexity approaches one as the sample size increases.

The Akaike Information Criterion (AIC) (Akaike 1974) is derived from an asymp-
totic minimization of the Kullback-Leibler (KL) divergence between the true model of
the data, and an approximation to this model. Under a large sample assumption, and
certain regularity conditions on the likelihood function, the correct model is selected by

maximizing the following expression over the collection of candidate models:

AIC (M;) = Inp(xp|xp ™, M;) — | M;] (1.5)
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where |M;| is the number of open parameters in model M;. In settings where the
sample size is small, AIC tends to overestimate the model complexity. Variants such
as AICC — a corrected version of AIC (Hurvich & Tsai 1976) — have been shown to
dramatically outperform AIC in such cases. Unfortunately there does not exist a proof
of the consistency of AIC as in the BIC case.

The only difference between BIC and AIC in equations (1.4) and (1.5) is the com-
plexity penalty term which leads to different model selection behavior. For large sample
sizes, BIC is more conservative than AIC due to its higher penalty term. It will typically
choose a model of complexity lesser than or equal to that chosen by AIC.

Both BIC and AIC would seem to provide an “automatic” model selection without
the need to specify any prior distributions over the parameters space of the statistical
models. While this may be seen as an advantage in some situations, it takes away both
the freedom to incorporate prior knowledge about such model structure, as well as the
responsibility of the statistical analyst to think carefully about the effect of a particular
choice of prior. Note that there are also seemingly “prior-less” ways of achieving model
regularization, such as the well-known ridge parameter in ridge regression. As with other
forms of automatic regularization however, this can be easily interpreted in terms of a
Bayesian prior. For ridge regression, the ridge parameter serves as the precision variable

of a Gaussian prior over the regression coefficients (Hastie, Tibshirani & Friedman 2001).
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1.3.4 Reversible Jump Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) is a term used for a class of sampling methods, in
which the posterior distributions over the hidden variables x7; is not represented para-
metrically, but instead as a collection of samples. This is done by constructing a Markov
chain whose stationary distribution is the posterior distribution of interest. After sam-
pling for a sufficiently long duration, the distribution approximated by the collection
of samples approaches the true posterior distribution. Popular samplers include the
Gibbs sampler (Geman & Geman 1984), and the Metropolis-Hastings method (Metropolis
et al. 1953, Hastings 1970). Andrieu et al. (2003) provide an excellent review of MCMC
techniques applied to machine learning.

In general, most statistical inference techniques (including traditional MCMC) assume
that the structure of the statistical model is fixed, or equivalently, the size of the vector
of unknown variables x7; is a constant. For problems which concern model structure
however, this is typically not the case. For example, if we wish to determine the cardinality
of a mixture model, then adding a mixture component increases the number of unknown
variables by the number of parameters required to describe the new component.

Since Gibbs samplers rely on successively sampling elements of x4 conditioned on
fixed values of the rest of the model, it makes no sense to generalize them to unknown
numbers of these fixed variables. However, a variant of the Hastings method known as
reversible jump MCMC (Green 1995, Richardson & Green 1997) allows us to achieve the
required model selection between statistical models with potentially different numbers of

unknown variables.
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This is achieved by sampling from a countable set of moves, each of which could
potentially switch between candidate models M; and thus increase or decrease the size of
the vector x5. For a dimension (model structure) changing move m, a continuous random
vector u is drawn (independent of x7;) and the state x/ in the new model is calculated
as an invertible deterministic function of x3; and u. The acceptance probability for a

move is given by:

min{l p(x3/[XD)rm (%) ‘ oy
" p(Xp|xD)rm (x3¢)q(0) |9(x3, )

|

where 7,,(x7¢) is the probability of choosing move m in state x3;, and ¢ is the density from
which u is drawn. For a move that does not change the dimension of x; this procedure
reduces to the Metropolis-Hastings acceptance probability. Note that for models with a
large number of parameters, the required computation of the Jacobian of transformations
between models of different dimensionality is a non-trivial computational difficulty.

In general, sampling methods are potentially more accurate than others since they
are unconstrained by the assumptions of parametric form in the probability distributions
over variables. They are most appealing when samples are required from the predictive
distribution, since no explicit parameterization of the posterior distribution is required.
This same feature however, makes summarization of the inferred posterior distributions
difficult since parametric summarizations can be misleading and distort the true nature
of the distributions. Another disadvantage is that estimating the required length of
the sampling process before we are assured that the chain has indeed converged to its

stationary distribution, is still largely an unsolved problem.
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1.3.5 Structural Risk Minimization

Assume we have a pattern recognition problem in which our training data consists of
feature vectors x; € B¢ describing each pattern and the corresponding y; € {1, —1} give
us the truth of the pattern’s class. Assume we also have a learning machine (or class of
functions) f(x,a), which is parameterized by . Any member of the class (indexed by a
particular value of a) takes as input the feature vector x and returns a prediction of the
class label y. If the data is generated according to some unknown distribution p(x,y),
then the expected (true) risk for the prediction function under a given parameterization

o is:

Rl@) = [ 51y =1 (x.)] px.g)axy

The statistical inference problem can be thought of as seeking to reduce this expected
risk by choosing the appropriate parameterization a. Unfortunately, since we do not
know p(x,y), this quantity is impossible to compute directly. Given a particular data
set {x;, y,}f\il however, we can compute the empirical risk observed on this training data

set:

AR
emp Z_N - Xi;a)‘

Note that this quantity does not require knowledge of the distribution p(x,y). For a
fixed a (i.e. particular function chosen from the function class), and the training set, this
value is a constant. Under the assumption that the training data was generated from the
true distribution p(x,y), the following bound (Vapnik 1995) holds:
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h(ln2¥ +1) —In2
R(a) < Remp(ax) + \/ (In 5 ]+V ) —Inj with probability 1 — 7 (1.6)

VC confidence

This equation tells us that given an empirical risk Remp(cx) calculated on a particular
data set, with probability 1 — n the true risk is bounded by the quantity on the right
hand side of equation (1.6). The quantity h is known as the Vapnik-Chervonenkis (VC)
dimension, and is a measure of the “capacity” (related to model complexity) of the family
of functions f(x,a). Note that the VC dimension is not associated with any particular
instance of a function within a class (even though R(a) and Remp(ax) are), but instead
with the entire class of functions. Structural risk minimization (SRM) (Vapnik 1982)
therefore “structures” the space of functions as nested subsets, and computes h (or at
least a bound for it) for each subset of functions. While in simple situations, one can
relate the VC dimension A to the number of open parameters in the model (as is done
directly in the penalty term of AIC), we are cautioned against this naive interpretation.
As the simple “sine” function example can demonstrate, a single parameter function can
have infinite classification (or “shattering”) power on the real line, and therefore must be
treated specially when analyzing its complexity.

To use the SRM framework, we select a set of candidate function classes, and for each
we pick the instance within that class that minimizes the empirical training error. We
then pick the one that minimizes the sum of its empirical risk and its VC confidence.
Intuitively, this procedure makes sense, since, if we have a set of models, each of which
fits the training data equally well (i.e. results in the same empirical risk), the bound in

equation (1.6) is minimized by choosing the function class with the lowest VC dimension
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(or complexity). Note that the bound is a probabilistic bound (i.e. it is true with
probability 1 —n), and is thus related to what is known as a Monte Carlo method in the
field of randomized algorithms (Motwani & Raghavan 1995). If the bound is tight for at
least one of the candidate function classes, then we are guaranteed that we can do no
better, but if the bound is not tight for any class under consideration, then we can do no
better than to hope for the best.

This relatively abstract notion serves as the basis for the highly popular support
vector machine (SVM). The SVM is a linear classifier, which finds a hyperplane that
(for linearly separable problems) maximally separates the two classes (which is why this
class of methods is also known as maximum-margin methods). For problems which are
not linearly separable, there exist variants (C-SVM and v-SVM) which feature a tradeoff
parameter which allows simpler decision boundaries, at the expense of some training
classification errors. Interestingly, all inference in the SVM can be derived solely using
inner products in the data space. This allows us to easily extend its applicability to
nonlinear settings by the use of the kernel trick (Scholkopf & Smola 2000).

While the support vector machine is certainly considered to be a state-of-the-art ma-
chine learning tool, its inability to give true probabilistic predictions is a disadvantage. In
addition, the requirement of cross-validation to determine the correct values of the trade-
off parameter becomes prohibitively expensive for large data sets, and is not naturally
generalizable to online learning settings.

In general, the SRM framework does not explicitly deal with probability distribu-
tions over the hypothesis space, but only concerns itself with picking the correct function

(class) that minimizes the expected risk. It is difficult to map the framework of SRM
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into equivalent notions in Bayesian statistical learning, or vice-versa. As such, it forms a
parallel body of work that is very effective at doing principled machine learning. While
proponents of the Bayesian methods value the flexibility of being able to introduce prior
knowledge about the hypothesis space, the SRM framework sidesteps the explicit model-
ing of probability distributions, since ultimately we are only concerned with the expected

error obtained by our learning machine.

1.4 Dissertation Outline

The remainder of this dissertation is organized as follows:

e Chapter 2 reviews graphical models as an intuitive tool for describing the prob-
abilistic relationships between variables in a statistical model. It discusses basic
inference techniques such as the junction tree algorithm for estimating marginal
distributions in such models, and highlights the analytical and computational dif-
ficulties that arise as the complexity of the models increase. We also discuss the
parameter optimization framework of expectation-maximization (EM), and show
that an elegant approximation technique known as the factorial variational approx-

imation can be derived very naturally as an extension.

e Chapter 3 introduces three algorithms contributed by this dissertation which tackle
especially difficult problems of model complexity estimation. The first deals with
estimating the cardinality of mixture models using a novel technique that approx-
imates the statistical evidence for splitting local models. The second algorithm

deals with the problem of estimating the size of the temporal “window” of sufficient
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statistics in online learning problems. We show that by tracking the drifting process
using a variational Kalman smoother, we can obtain a principled estimate of this
window size. The third algorithm deals with estimating the spatial extent of locally
weighted learning components — a problem known as supersmoothing. We show
that by placing distributions over the kernel weighting parameters and by using
properties of convex duality to derive a lower bound, we can obtain a probabilistic

estimate of a local component’s spatial extent.

Chapter 4 discusses the issue of the computational complexity of inference for su-
pervised learning. We review several efficient algorithms, some of which form the
inspiration for a novel derivation of backfitting — an efficient family of supervised
learning algorithms. By deriving backfitting with probabilistic underpinnings, we
can leverage the computational robustness of the original algorithm, while introduc-
ing the benefits of Bayesian inference and model selection. Using bounds derived
from convex duality, we extend the algorithm to classification tasks, and show that
the framework of sparse Bayesian learning can be derived using Bayesian backfitting
at its core. The popular relevance vector machine (RVM) is an example of such
an algorithm which can benefit from the scalability and robustness of Bayesian

backfitting.

Chapter 5 concludes with a summary of the research presented in this thesis, and

a discussion of its future direction.
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Chapter 2

The Quest for Analytical Tractability

In this chapter, we will briefly introduce graphical models, their types and the terminology
we will use to refer to them through the rest of this dissertation. We also review some
of the algorithms that are used to perform Bayesian inference in graphical models. In
particular, we will revisit the well-known expectation-maximization (EM) algorithm, and
show that an important class of approximate algorithms can be derived as a natural

generalization of this method.

2.1 Graphical Models

Probabilistic inference has been intimately tied to graph theory through the representa-
tion tool of graphical models (Pearl 1988, Lauritzen 1996). Given a graph G = (V, £), with
vertices V and edges £ (directed or undirected), we associate a random variable x with
each vertex ¢ € V. The random variables may be discrete or continuous. Associated with
this graph, is a probability distribution over the set of random variables which factorizes
according to the structure of the graph. For discrete variables this distribution is a mass

function (a density with respect to a counting measure), while for continuous variables,
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it is a density with respect to the Lebesgue measure. For any subset A C V we define
x4 = {xi|i € A}.

The structure of a graphical model imposes a factorization over the probability dis-
tribution, and elegantly captures the structure of conditional independence between the
variables in a statistical model. Variable z; is conditionally independent of another vari-
able y, given a third variable z, if we can write p(x, y|z) = p(x|z)p(y|z). Graphical models
representing the conditional independence relationships between random variables can be
broadly classified into two categories: undirected graphs (Markov networks or Markov
random fields), and directed acyclic graphs (DAGs, or Bayesian networks). The reader is
referred to (Lauritzen 1996) for an excellent formal treatise on graphical models in their
various representation forms.

In an undirected graphical model, we define a set of cliques C;...Cys to be a set of
maximally fully connected subsets of vertices in V, such that UM_,C,, = V. A clique Cy,
is maximally fully connected if the addition of any vertex not already in C,, destroys the
fully connected property. In such a graphical model, the joint probability distribution
over the variables in the model is represented by a normalized product of clique potential
functions 1, over cliques C,:

p(x) = !

N

M
m=1

Each clique potential function depends only on the variables in its corresponding
clique, and is restricted to be non-negative. The normalizing constant Z is chosen such

that the sum of probabilities over all possible configurations of the random variables is one.
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Conditional independence in an undirected graphical model is represented by the concept
of graph separability. For three mutually disjoint sets of vertices A, B and C, we say that
x 4 and xg are conditionally independent given x¢ if all paths between a vertex in A and
another vertex in B must pass through a vertex in C (also known as the Markov property).
By the Hammersley-Clifford theorem (Hammersley & Clifford 1971), for strictly positive
density functions p(x), the factorization property across clique potentials, and the Markov
property are equivalent.

In a directed acylic graph, an edge from node x; to x; establishes that z; is the
parent of x; and equivalently, x; is the child of x;. If we denote by P; the set of all
parents of vertex ¢, then the probability distribution over all variables in a graphical
model is represented by a product over conditional probability distributions over each
child variable given the set of its parents. Since the graph is acyclic, it establishes a
partial ordering over the variables, thus guaranteeing that this product is over a finite set

of terms:

p(x) =[] p (@ilxp,)

%

If we recursively define the descendents of a set of nodes to be the set of their children
and their children’s descendents, then the conditional independence that falls out of the
structure of a DAG is easily described: in a DAG, a set of variables is conditionally
independent of all its non-descendents given its parents.

Graphical models are a simple yet elegant tool for representing the structure of a

statistical model. As mentioned before however, we are primarily concerned with the
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elimination of nuisance parameters from the statistical inference process, which can be
achieved using Bayesian inference. Unfortunately, using this framework often necessi-
tates an increase in the complexity of the graphical model, thus rendering it difficult or
impossible to derive analytically closed-form solutions to the posterior updates of the

unobserved variables in the model.

2.1.1 Graphical Model Conventions in this Dissertation

& (=) b

N

Figure 2.1: An example graphical model. This particular model is represented by a
directed acyclic graph (DAG).

Figure 2.1 shows an example graphical model, which serves to illustrate some of the
conventions we will use throughout this dissertation when we use graphical models to

represent the structure of our statistical models.

1. Random variables in the model (z1, 22, and z3 in figure 2.1) will be drawn as
circular nodes. We will distinguish between observed and unobserved variables by
giving nodes corresponding to observed variables a double border. The collection of
these nodes is the observed data set xp = {x1}. We will typically be interested in
inferring marginal posterior distributions over the unobserved random variables. We
will collectively refer to these unobserved variables using the symbol x3 = {z2, z3}.
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2. Parameters which do not have distributions will be drawn as square nodes. We will
sometimes be interested in optimizing point estimates of these parameters such that

the model best fits the data. We will collectively refer to these parameters with the

symbol ¢ = {¢1, p2}.

3. Edges in the graph are used to indicate dependencies between variables. A directed

edge from x5 to x1 implies that the distribution of z; is conditioned on x».

4. Repeated sets of variables (e.g. multiple samples from the same distribution) are
denoted by the use of a rectangular box around the variables called a plate. The vari-
ables inside the plate (z; and x3 in figure 2.1) will typically have subscripts denoting
iteration over the repetitions. Unless otherwise specified, the variables in each copy
of the plate is conditionally i.i.d. (independently, identically distributed) given all
parent nodes outside the plate. In our example, this corresponds to {z1;, z3;} being

conditionally independent of {x1;,x3;} for j # 4, given {x2}.

2.2 Inference in Graphical Models

Consider a graphical model represented by a graph G = (V, &), and let {D,H} be a
partition over V such that the random variables xp associated with the nodes in partition
D are observed, while the random variables x3 in H are hidden. Additionally we consider
a set of wariables ¢ which parameterize the distributions in the graphical model, or
otherwise relate to model structure and complexity. Importantly we assume that these
variables ¢ are not modeled as random variables, but rather as fixed parameters for which

we would like an estimate (such as the choice of model complexity).
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Given a data set xp of observations corresponding to observed nodes in the model D,

we can classify our inferential requirements of a graphical model into two main categories:

1. Inference of the posterior distributions over the unobserved variables p(xy/|xp; @)

given the observed data and a particular setting of the parameters ¢.

2. Optimization of the parameters ¢ such that the model best explains the observed

data, i.e. maximizes p(xp; ¢).

2.2.1 Inferring Marginal Distributions

Although most of this dissertation will deal with statistical models that are represented
by DAGs, we will review inference in undirected graphs (Markov networks) since this
turns out to be a more general framework for inference in graphical models which can

then be applied to DAGs as well.

\/

(a) Directed acyclic graph (b) Resulting moralized MRF

Figure 2.2: The process of converting a DAG into an MRF proceeds by making sure that
the parents P; of each node i are connected — a process called moralization
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A DAG can be converted into an undirected graph by the process of moralization.
For each node ¢ € V, we connect its parents P; and remove direction from all edges
involved. Figure 2.2(b) shows the moralized undirected graph corresponding to the DAG
in figure 2.2(a). The additional edge (b, ¢) was added by moralizing the parents of node f.
Moralization ensures that the “explaining away” property of a fan-in in a belief network

is preserved in the resulting Markov network.

2.2.1.1 Variable Elimination

As simple algorithm for obtaining the marginal distribution over variables in a graphical
model is the process of wvariable elimination. As we described in section 2.1, the dis-
tribution over variables in an undirected graph is represented by a product of potential
functions defined over maximal cliques of the graph. For example, for the moralized MRF
shown in Figure 2.2(b), these potential functions are v (zy, e, ), ¥ (T, q), ¥ (Te, Te),
Y (24, 2:) and ¥ (x4, xp). Given our knowledge of the directed graph in figure 2.2(a), one

possible valid assignment of the potential functions could be:

¥ (b, T, xp) = play|ap, ze)
¥ (25, 2a) = p(zaly)
¥ (e, e) = p(@e|ze)
¥ (a, ) = plaelta)

¥ (a, 7p) = p(as]za)p(a)
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allowing us to write the joint probability distribution as a product of potentials:

p(X) =9 (xlh Le, 'I:f) (0 (xbv xd) (0 (xw xe) (0 (l’a, xc) (0 (xm mb)

To obtain the marginal probability of a single variable z; in the graphical model,
it suffices to choose an ordering of the remaining variables for “elimination” which is
equivalent to summing or integrating them out of the model. As each node in the sequence
is eliminated, it creates a dependency between its neighbors which is reflected by our
addition of edges between all neighbors of the eliminated node at each step.

Figure 2.3 shows the sequence of elimination steps for an elimination ordering of
f,e,d,c,a. Mathematically the sequence of eliminations is equivalent to the following

summations:

p(ao) = D 0 (@) D ¥ (@a, ) Y (w5,0a) Yt (wese) D (w0, 7eswp)  (2.1)
= ;w (%a,2p) ;w (Za, 2c) ;zp (zp, 24) ;w (e, we) My (wp, 2e)
= ;w (a, ) ;¢ (Tar Te) Me (5, 7c) ;¢ (5, 7a)
= mq (a) Z W (s ) Z W (a xc) me (wp, )

= ma (24) Y (20, 2) me (20, 21)
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Figure 2.3: Each step in variable elimination picks a node, connects its neighbors, and
marginalizes that node out from the graph. In the figure, the sequence of eliminated
nodes is f,e,d,c,a. The shaded region indicates the elimination clique created by the
node eliminated at each step. The dashed edge is introduced during the elimination of
node e which requires that we connect its neighbors.

= ma () ma ()

The shaded region in each step of figure 2.3 is the elimination clique associated with
the node being eliminated. This set contains all the nodes involved in the summation at
that step in the elimination. Incorporating observed data into the elimination algorithm
is easy. For each observed variable x; where i € D, we simply instantiate it in all the
potential functions in which z; appears. Summing over an evidence variable now reduces

to a single term.
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(a) Triangulated MRF (b) Junction tree with sequence of messages

Figure 2.4: A triangulated Markov network and its junction tree.

Variable elimination is query sensitive, i.e. we need to know which are the query vari-
ables before we begin eliminating the others. Unfortunately this means that for each
node whose marginal posterior is required, the algorithm must be restarted from scratch.
This process is wasteful since many intermediate results are re-used across elimination
sequences for different query nodes. The junction tree algorithm described in the next
section can be thought of as a dynamic programming version of the elimination algorithm,
which enables us to get the marginal posteriors over collections of variables simultane-

ously.

2.2.1.2 Junction Trees

In the junction tree algorithm (Lauritzen & Spiegelhalter 1988) we start with the mor-
alized graph of figure 2.2(b) and add any edges that were added during the elimination

phase. This process results in a graph that is triangulated!. Triangulated graphs are also

1A triangulated graph is one in which every cycle of length greater than 3 has a chord.
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known as chordal graphs, and form a subset of graphical models in which both directed
and undirected graphical models have the same expressive power to represent statistical
relationships (Pearl 1988). From the maximal cliques of this triangulated graph, we can
create its cluster tree representation, by connecting the cliques via separator nodes. A
separator node between cliques C; and C; contains C; NC;. A cluster tree is a junction
tree if for any pair of cluster nodes C; and Cj, all nodes (cluster and separator) on the
path between C; and C; all contain C; NC;. This is also known as the running intersection
property. One can show that the triangulation step ensures that the running intersection
property holds and that the cluster tree formed is indeed a junction tree. Figure 2.4
shows a junction tree corresponding to the triangulated moral graph from the previous
section. It is easy to verify its running intersection property. We define potentials over the
clique nodes in this new graph: o (xy, ze,¢), ¥ (Tp, Te, Te), ¥ (Ta, T, ) and ¢ (xp, 24).
In addition, we also have potentials over the variables in the separator nodes: 9 (xp, z¢),
Y (zp, xc) and ¢ (zp).

Inference in a junction tree proceeds as follows:

e Choose a clique node as the root. In figure 2.4(b) we choose the root to be the node

representing clique {a, b, c}.

e Pass messages from leaf-nodes up towards the root, and then from the root back
down to the leaves. A message from clique C; to an adjacent clique C; is a two-step
update of the potential of a separator node S;;, as well as the destination clique

node Cj:
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P* (Xsij) = Z w(xci)

XCi\S;;
Y (XSij)

U (xe;) =¥ (xc;) ¥ (xs,)

e The algorithm terminates when each edge in the graph has transmitted a message
exactly once in each direction. At this point, the potential at each cluster is the

marginal distribution over the variables in that cluster, i.e. ¥ (x¢,) = p(x¢;, ).

Note that the maximal cliques nodes in the junction tree of figure 2.4(b) are the same
elimination cliques we observed formed during the variable elimination method (c.f. figure
2.3). Also, our notation for the intermediate terms in equation (2.1) is no coincidence.
Messages m1, mg and mg in figure 2.4(b) are identical to the intermediate terms m r
me and my respectively, in the elimination algorithm. While these messages allow us to
compute the marginals in the root clique (including p(zp) in the elimination example),
the remaining messages my4, ms, and mg allow the marginals in the other cliques to be
obtained as well.

The computational complexity of the junction tree method depends heavily on the
structure of the graphical model, and the particular tree structure chosen. This in turn
depends on the edges added in the triangulation step. In general, finding the optimal
triangulation and tree structure is an NP-hard problem. For a junction tree with discrete
variables, the computational complexity is exponential in the size of the largest clique

node (also known as tree width), which stems from having to iterate over a possibly large
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number of states for each variable. For continuous variables, the summation is replaced
by integration over the state space, which — depending on the form of the distributions

involved — may be analytically intractable.

2.2.1.3 Monte Carlo Methods

An alternative to approximating the posterior distributions in a statistical model is to
produce a representation composed of samples from these distributions. Monte Carlo
methods are computational techniques that seek to carry out probabilistic inference us-
ing representative sets of samples from probability distributions. There are two main
problems that demand attention when using sampling methods. Firstly, the distribu-
tion of interest must be sampled from. Several methods exist such as importance sam-
pling (Rubin 1988), which relies on an importance distribution which can be sampled
from easily. An alternative is to construct a Markov chain having the distribution of
interest as its stationary distribution. The Metropolis-Hastings algorithm (Metropolis
et al. 1953, Hastings 1970), and Gibbs sampling (Geman & Geman 1984) are two exam-
ples of this approach. MacKay (2003a) and Fearnhead (1998) provide a succinct review
of several sampling strategies.

An interesting subset of research in the sampling community has been that of sequen-
tial sampling methods, also known as particle filters. It is well known that Kalman filters
(Kalman 1960) are a simplification of the general Bayesian state estimation problem in
which the state and observation equations are assumed linear with Gaussian distribu-
tions. The seminal paper of Gordon, Salmond & Smith (1993) showed that by creative

use of importance sampling, one could relax the linear and Gaussian assumptions and

37



still retain the sequential nature of the algorithm. Doucet, de Freitas & Gordon (2001)
provide a comprehensive summarization of the current state of theoretical and practical
sequential state estimation research. One of the very successful applications of this set
of statistical tools is in creating solutions to the simultaneous localization and mapping
(SLAM) problem in mobile robotics (Thrun 2002). Recently Deutscher, Blake & Reid
(2000) have demonstrated the use of this technique for motion capture applications as

well.

2.2.2 Parameter Estimation and the EM Algorithm

The algorithms described in the preceding section allowed us to compute marginal distri-
butions over sets of variables in a graphical model. Frequently however, we are also often
interested in optimizing the parameterization ¢ of the model itself such that we are most
likely to generate our observations xp. This most naturally expressed as a maximization
of the marginal likelihood function (or evidence) p(xp; ¢), and is appropriately called the
mazximum likelihood (ML) framework.

Within the ML framework it is customary to refer to the quantity p(xp;¢) as the
incomplete likelihood since it assumes that only a subset of the nodes in the model
corresponding to xp are observed. In contrast the quantity p(xp,xp; ) is called the
complete likelihood, since we must assume that the values of the hidden variables x4, are
known as well.

Given our observations xp, the graph structure, and the mathematical form of the

probability distributions over the random variables, we require to find the parameter
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value that maximizes the incomplete likelihood ¢* = argmaxg p(xp; ¢). Note that this

is typically a non-trivial task for the following reasons:

1. As we discussed in section 2.2, the quantity p(xp; ¢) is sometimes difficult to obtain

since it involves marginalization over the hidden variables x;:
pxoid) = [ plxo. 00 )ixr = [ p(xobrs dpbo iz (22)

2. Even when the marginal is analytically expressed, the subsequent optimization of

the parameters ¢ requires solving:

Op(xp; @)

0 =0

In all but the most trivial models, the parameters ¢ are inextricably linked, thus
making an analytical expression for the optimal parameters purely in terms of the
observed variables xp impossible. A well-known example of this is the simple model

of density estimation using a mixture of Gaussians.

The expectation-maximization (EM) algorithm of Dempster, Laird & Rubin (1977)
is a parameter optimization algorithm that operates within the framework of ML param-
eter estimation. Due to the conditional independencies induced by the graphical model
structure, it is much more convenient to express the complete likelihood p(xp,x%; @)
(as a product of conditional distributions or clique potentials) than it is to compute the
marginalized likelihood integral of equation (2.2). The important contribution of the EM
algorithm is the ability to perform the optimization of the model parameters ¢, while still
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working with the analytical convenience of the complete likelihood p(xp,x3; ). While
several derivations of the EM algorithm exist, we shall briefly summarize one which relies
on creating a lower bound to the incomplete likelihood using Jensen’s inequality. As we
shall show in the next section, this particular route is an interesting precursor to an elegant
variational approximation technique known as the factorial variational approximation.
Given a partition of the vertices in the graph into observed and unobserved sets{D, H},
let us hypothesize the existence of an arbitrary distribution Q(x7) over the unobserved
variables x4, which allows us to derive the following lower bound on the incomplete log

likelihood?:

Inp(xp; @) = In / p(x, X155 B)

> / Q(xx)In [%} dxy (Jensen’s inequality) (2.3)

= (Inp(xp, x3; @) + H Q]

= F(Q.9) 24)

where <>Q denotes expectation with respect to the distribution @, and H [@Q] denotes its
entropy. A crucial element of the functional lower bound F(@, ¢) in equation (2.4), is
that for the special case in which the distribution Q(x3) = p(xx|xp; @) (the posterior

distribution of the hidden variables under the current parameter settings), the lower

2Maximizing the logarithm of the likelihood is justified due to the monotonic nature of the logarithm.
In addition, it will facilitate the use of Jensen’s inequality — In () > (Inz) — in deriving the bound.
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bound becomes an equality. This is easily verified by substituting p(xx|xp; ¢) for @ in
equation (2.3). In fact, it is easy to exactly quantify the tightness of the bound as being

the Kullback-Leibler (KL) divergence between Q(x7) and p(xx|xp; ¢):

np(xp; ) = / Qo) I p(xp; )y

/Q X ln[ XD’XH’(b)d} X

(x3|xD; @)

B p(XD7 Xy b Q(XH)

- [ @t [P o [ om [FR S

= F(Q.9) + KL [Q(x3)|[p(xs|xp;: )] (2:5)
1: Init: ¢ «— ¢
2: repeat
3:  E-step

le() — {Inp(XD, X7 D)) (s i)

4:  M-step

¢ «— argmaxg lo(¢b)
5. until convergence

Algorithm 1: Expectation Maximization algorithm

Algorithm 1 gives the general procedure for using EM. Rather than maximize the in-
complete log likelihood In p(xp; ¢) directly, EM operates on the functional F(Q, ¢), alter-
nately performing a coordinate ascent in its two arguments: the space of probability dis-
tributions Q(x7) (E-step), and the space of parameter values ¢ (M-step). By evaluating
the expectation (Inp(xp,Xz; d)))Q under the specific distribution Q(x3) = p(xx|xp; @),
the E-step ensures that the functional lower bound F is raised to an equality. The
M-step then maximizes w.r.t. ¢, the only term in F with a dependency on ¢; namely
(In p(xp, X7; qb))Q. Since the E-step makes the bound an equality, we are guaranteed
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that maximizing F in the M-step also increases the incomplete log likelihood In p(xp; ¢@).
Under general conditions (Wu 1983), EM is guaranteed to converge to a local maximum
in the incomplete likelihood p(xp; ¢).

Several variants of the EM algorithm exist. To address computational issues, Neal
& Hinton (1998) have theoretically justified incremental and sparse variants, in which
only a subset of the hidden variables and/or parameters are updated in each EM cycle.
There also exist variants that seek to overcome the problem of local minima, such as
Deterministic Annealing EM (DAEM) (Ueda & Nakano 1998), and in the context of
mixture models, Split-and-Merge EM (SMEM) (Ueda et al. 1999). Minagawa et al.
(2002) showed however, that the SMEM mechanism may actually settle on suboptimal
solutions.

It is important to realize that the efficacy of the M-step depends upon being able to
successfully compute the expectation of the complete log likelihood In p(xp, x3; ¢) with
respect to the true posterior p(xy|xp;@). This is because only the true posterior raises
the bound of equation (2.4) to an equality, and thereby guarantees that the M-step is
actually maximizing p(xp; ¢) — the quantity of interest.

What happens when we cannot express the posterior p(xy|xp; @) analytically? Or
when the required E-step expectation (Inp(xp,x7; ¢)) with respect to this posterior is
intractable? This is where the realm of approximation methods plays a crucial role. In
the next section, we will derive an approximation method that stems naturally from the

EM formulation that we have just described.
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2.3 The Factorial Variational Approximation

Often in statistical models, the marginal posterior distributions over variables is analyt-
ically intractable due to the structure of the individual conditional distributions. Even
using the junction tree methods of section 2.2 does not help since propagating and absorb-
ing messages involves the marginalization of variables in the cliques, which pose the same
analytical restrictions. Additionally exacerbating the problem is the process of variable
elimination, which typically adds additional dependency relations in the graph, further
complicating subsequent marginalizations.

An alternative way of addressing the issue is to make the a priori assumption that the
posterior distribution factorizes over certain sets of variables in the model (Beal 2003).
In some sense, this can be thought of as artificially restricting the clique size in the
junction tree of section 2.2.1.2. We can then restrict our search to families of posterior
distributions that satisfy this constraint. This approximation is therefore known as the

factorial variational approximation.

2.3.1 An Update Mechanism for Factored Posterior Distributions

Let us start with the lower bound derived in equation (2.4) of the preceding section:

inpleo; @) 2 [ Qs [%] s

= (Inp(xp, x71; 9)) o + H Q)]
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We know that maximizing the lower bound implies maximizing the functional F(Q, ¢)
over the space of probability distributions @Q(x7). Another way of formulating the prob-
lem is by noting that the tightness of the bound is quantified by the KL divergence
between the true posterior and its approximation, as shown in equation (2.5). This KL
divergence is also known as the wvariational free energy. Minimizing this free energy is
equivalent to tightening the lower bound, and bringing the approximation Q(xz) closer
to the true posterior p(xx|xp; ¢). Moreover, we know that this a constrained variational
optimization problem since we must maintain that [ Q(x)dxy = 1 over the space of
possible solutions.

If we do not impose any additional constraints, maximization of F(Q, ¢) w.r.t. Q(xx)
will lead to the true posterior distribution p(xy|xp; ¢) which we have assumed is analyt-

ically intractable. If however, we impose the additional constraint that the distribution

Q(x7) must factorize over some partition {XHl, XMy - - ,XHp}, ie.
p
Q(xx) = [ [ Qi(xr:)
i=1

then using the calculus of variations (see (Rustagi 1976) for example,) we can derive
(see appendix B.1) the following update equation for the marginal posterior over each

individual partition xj¢;:

B exp (In p(xp, x; ¢)>Qk¢i
f exp (In p(xp, X3(; ¢)>Qk¢i dxyy;

Qi(x7:) (2.6)
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or equivalently:

In Qi) = (Inp(xp. X153 @)y, + consticy, (2.7)

where <'>Qk¢i denotes expectation taken w.r.t. all distributions @ except );. This is a
particularly appealing formulation, since it allows us (once again) to work with the com-
plete joint distribution over our statistical model as we did before in the EM algorithm,
without the need for explicit marginalization. Successive application of the update (2.6)
to each distribution Q;(xz;) for 1 < i < p guarantees that each update monotonically
decreases the KL divergence between the approximated (factored) posterior Q(x7) and

the true posterior p(xx|xp; @).

2.3.2 Solution for Partial Factorization

If we drop the assumption of complete factorization and allow dependencies between par-
titions then our result changes only slightly (see appendix B.1.1). Assume, for example,
that Q(xx1,XnH2) = Q(XH1|XH2)RQ(XH2). In this case, the update equations for Q(x72)

become:

Qatona) x oxp (a0 B, ~ [ Qe bna) o Qs e ) (29
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or equivalently

In Q2(x32) = (Inp(xp, Xw; @), , + entropy {Q(x31|[xXn2)} + constxy,, (2.9)

The factorial variational approximation has only recently gained attention in the
machine learning community although it has its roots in statistical physics and mean
field theory (Parisi 1988). MacKay (1999) provides an insightful comparison of these so-
called approximating ensemble methods with the traditional exact methods, and shows
that in cases where we are inclined to summarize the posterior distributions with point
estimates, ensemble methods are a more accurate representation of the location of overall
posterior mass.

The analytical simplicity of the variational approximation has found several applica-
tions in the statistical learning literature. Saul, Jaakkola & Jordan (1996) use a mean
field approximation to create tractable inference in sigmoid belief networks. Ghahramani
& Beal (2000) have extended probabilistic factor analysis (FA) models (Ghahramani &
Hinton 1997) to incorporate automatic estimation of the number of latent dimensions.
Identical formulations have also been presented in the context of principal component
analysis (PCA) (Bishop 19995, Bishop & Winn 2000). Ghahramani & Beal (2001) also
show that the variational approximation can be used in the general case of conjugate-
exponential belief networks (i.e. models in which the conditional distributions are from
the exponential family, and whose priors are conjugate), as well as Markov networks. In
fact, it can be formulated as a form of message-passing or propagation algorithm similar

to the junction tree method described in section 2.2.1.2. They also demonstrate its use
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in several statistical learning problems such as a Bayesian treatment of Kalman filter pa-
rameter estimation. Sato (2001) shows for the case of conjugate exponential models, that
one can use the variational approximation to derive posterior distributions that retain
their prior form, thus enabling observed data to be summarized by the sufficient statistics
of these distributions. Observing new data is then naturally incorporated into the model
by the update of these statistics, thus enabling efficient online learning implementations.

Other forms of variational approximations exist which do not necessarily include a
factorization. Variational calculus has been used to find the optimal parameterization of
a functional lower bound to a true posterior distribution in each node of sigmoid belief
networks (Saul et al. 1996, Jordan, Ghahramani, Jaakkola & Saul 1999). Prior to the use
of variational approximations, a popular method for approximating intractable distribu-
tions has been the Laplacian approximation (also known as the Gaussian approximation),
which uses a second-order Taylor series expansion at the maximum of the distribution
(Bishop 1999a). The Hessian matrix of the quadratic surface at the location of the max-
imum serves as the covariance matrix of the Gaussian approximation. Gelman et al.
(1995) present several asymptotic justifications for this approach, as well as counterex-
amples where it does not work well. Wainwright & Jordan (2003) show that by using the
theory of convex duality, one can derive several approximate inference algorithms, includ-
ing the factorial variational approximation, loopy belief propagation, and Bethe/Kikuchi

approximations.
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Figure 2.5: This figure shows the factorial variational approximation (dashed line) to the
true distribution (solid line), as the independence assumption between the two variables
is successively invalidated. In general the approximation is worsened as the assumption
is more incorrect, and tends to be more compact than the true distribution.

2.3.3 The Effect of Making Independence Assumptions

In this section, we try to present some intuition for the consequences of the factorial
approximation, and its implications for the solution of marginal posteriors over the fac-
torized sets of variables. Let us consider a simple example where we shall approximate
T
a bivariate Gaussian distribution p(x) over x = [551 m] with a factorial variational
approximation that assumes independence, i.e., Q(x) = Q(x1)Q(x2), where each Q(x;) is
a univariate Gaussian. From our derivation of the lower bound to the evidence (c.f. equa-
tion (2.5)), we know that the best approximation under the factorized constraint is one

that minimizes the KL divergence:

Qe
/Q(x) In (%) d
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Figure 2.5 shows the resulting approximation for different distributions p(x) which
have increasing degrees of dependence between z; and xo. MacKay (2003b) points out
that the variational approximation will always tend to produce more compact distri-
butions than the true posterior. This is also evident in figure 2.5 where the resulting
approximation tends to put most of the probability mass on the subset of the domain
which has support under both the true posterior distribution and the approximation.

Interestingly, MacKay (2003b) notes that if we instead minimize the following KL

divergence:

p(x)
/p(x) In Q(x)dx

we get the opposite effect, in which the resulting approximation tends to put most of the
probability mass on the superset of the domain which has support under the approxima-
tion and the true distribution (i.e. we obtain an axis-aligned Gaussian which encompasses
the true distribution), and thus obtain a less compact approximation.

The interesting question is what this result would seem to imply in terms of model
complexity estimation. A more compact distribution may seem to suggest that the model
overfits since it gives higher probability than it should to a particular solution. However,
it should be noted that whether this behavior corresponds to overfitting or underfitting
depends on the space of models that is given high probability in the posterior. If a
compact approximation puts more probability mass on the subspace of models which
have lower complexity then we would in fact have the effect of underfitting the model

since the true complexity cannot be accurately represented with our approximation.
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Additional support for this idea of underfitting is given by MacKay (2001), who notes
that in the presence of fewer data points, variational approximations tend to prune away
additional model complexity, and require large amounts of data to justify retaining more
complex models.

As a last point, it should be mentioned that certain dependencies in a statistical
model take the form of symmetries in the parameter space; for example, permutations of
mixture component labels and parameters. The joint posterior distributions are therefore
notoriously multimodal. By neglecting these dependencies, the factorial variational ap-
proximation will settle on one of the modes, but the choice of mode is highly dependent
on initialization of the inference process. In situations like mixture modeling for example,
this is typically not a problem since from a model evidence point of view, the solutions

at all the symmetric modes are equivalent.
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Chapter 3

Algorithms for Analytical Tractability

Armed with the analytical methodology presented in chapter 2, and in particular, the
framework of variational approximations, we seek to tackle some of the particularly dif-
ficult problems that require a careful consideration of model complexity in order for
inference to be successful. Section 3.1 develops a novel algorithm that addresses the issue
of determining the appropriate number of components in mixture modeling. Using the
factorial variational approximation, we create a closed form solution to the problem of
modeling local evidence, which allows us to grow a collection of mixture components to
suit the complexity of the data set.

In section 3.2 we deal with the problem of estimating the window of sufficient statistics
(or equivalently, the forgetting factor) used in online learning situations where we must
model a time-varying system. By modeling the parameters of the time-varying system
as a set of drifting parameters, we derive an algorithm that extends the Kalman filter
to determine the appropriate size of the window of sufficient statistics required in online

learning problems.
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Finally, section 3.3 addresses the analogous problem of determining the spatial extent
of kernels in locally weighted learning — a problem also known in the statistics literature
as supersmoothing. By modeling the kernel weights probabilistically, we can achieve both

an automatic estimation of the kernel width, as well as gain robustness to outliers.

3.1 Mixture Model Cardinality

Mixture modeling (McLachlan & Peel 2000) is a well-established, powerful tool for mod-
eling complex data using a collection of simple, local models. It intuitively describes
situations in which each observation is modeled as having been produced by one of a
set of alternative mechanisms. This is not the only useful interpretation, however, since
mixtures of analytically simple distributions (such as Gaussians) can be used to model
arbitrarily complex density functions, and mixtures of computationally efficient locally
linear regressors can be used to fit arbitrarily nonlinear regression data. Thus mixture
modeling is also a useful tool of composition.

The optimization of model parameters in finite mixture models often seeks to maxi-
mize a measure of goodness of fit (or equivalently, minimize an error measure), between
the model and the observed data. This typically involves a joint optimization of the
parameters that define the locality of each model (for example, the parameters of the
gating network as used by Jordan & Jacobs (1994)), along with the parameters that fit
each local model to the data (for example, the parameters of a local factor analyzer or

local linear regression parameters).
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If we merely wished to estimate the parameters of a collection of components of
known cardinality, then the problem can be tackled using the expectation-maximization
(EM) algorithm (Dempster et al. 1977) mentioned in section 2.2.2, and its many variants
(Neal & Hinton 1998, Ueda & Nakano 1998, Ueda et al. 1999), which provide a clean
optimization mechanism within the maximum likelihood (ML) framework. Estimating
the number of mixture components however, is an issue of determining the statistical
model complexity and is still a largely unsolved problem. It is well known that increasing
the number of mixture components monotonically increases the fit to the observed data (Li
& Barron 2001, Cadez & Smyth 2001), since each model with k + 1 components contains
the k-component model as a special case, and consequently, must have a likelihood greater
than or equal to a k-component model. This increased likelihood, however, comes at a
price of poor generalization ability due to the increase in model complexity; another
manifestation of the classic bias-variance dilemma (Geman et al. 1992).

There have been various approaches to estimating and/or regularizing model com-
plexity with respect to the number of mixture components. Some have included eval-
uating the fitness function for various numbers of components and then performing a
statistical hypothesis test to determine the most appropriate complexity (Chuang &
Mendell 1997, Mendell et al. 1993). An alternative approach penalizes the fitness func-
tion with a term that scales with model complexity. The approaches discussed in sec-
tion 1.3 such as the minimum description length (MDL) principle (Rissanen 1978), and
Bayesian/Akaike information criteria (BIC/AIC) (Schwarz 1978, Akaike 1974, Roeder &

Wasserman 1995, Mengerson & Robert 1996) fall in this category.
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Cross-validation for selecting the number of mixture components, although, in general,
computationally intensive, has also been attempted. Smyth (2000) compares a particu-
lar implementation of cross-validated methodologies called Monte Carlo cross validation
(MCCV) and compares it to other non-Bayesian approaches including BIC and bootstrap
methods. In addition, there are several non-parametric clustering methods (see, for ex-
ample, (Zhang & Liu 2002) and references therein) that also attempt to automatically
discover the number of clusters. One of the more exciting of these approaches has been
the use of semi-parametric Bayesian models and the family of Pitman-Yor processes to
model a countably infinite number of mixture components (Pitman & Yor 1997, Escobar
& West 1995, Ishwaran & James 2002). Solutions to these models however are obtained
via MCMC sampling techniques, and are prohibitively expensive for high-dimensional
data. For the remainder of this section, we shall restrict ourselves, however, to model-
based approaches, and attempt to derive an algorithm using the approximation techniques
mentioned in chapter 2.

There has already been some research that makes steps in this direction. In the
context of mixtures of factor analyzers, Ghahramani & Beal (2000) have used variational
calculus to approximate the model evidence, and hence successfully discover the local
dimensionality within each factor analyzer. Their approach to inferring the number of
model components, however, involves a heuristic which stochastically chooses a candidate
model for splitting based on its contribution to the overall (approximated) evidence.

The idea of using a local measure to determine a splitting criterion, however, is a
promising one. And it is this approach that we will explore in the remainder of this

section.
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3.1.1 Growing Mixture Models

One possible solution to estimating the cardinality of a mixture model is to overestimate
the complexity by creating far more models than is necessary, and then allowing the
evidence maximization process to prune away the excess model complexity (Blei & Jordan
2004). Ideally however, we would like to use a growing rather than a pruning approach
to determining mixture model cardinality since this reduces the initial computational

burden, and removes the decision of the initial overestimate in the number of components.

3.1.1.1 1 or 2 Models?

As a starting point, consider the simple problem of deciding between one or two mixture
components given the observed data. Let us assume we have a data set xp = {xl}f\; 1
consisting of d-dimensional input vectors x;. Our task is to model the probability dis-
tribution p(x) using either one, or two Gaussians (it is straightforward to modify the
following discussion such that it is applicable to classification or regression tasks). We

represent a K-component mixture of Gaussians by the following equations:

X|S8im = 1 ~ Normal (X; P P;ml)

s; ~ Multinomial (s;; ) (3.1)

K
p(x) =Y p(x[six = 1)y,
k=1

In equations 3.1, each s; is a K-component vector of indicator variables and = is a

vector of prior probabilities for each component. p,,, and P, represent the mean and
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Figure 3.1: This statistical model determines whether a local patch of data requires one
or two components to be modeled. By recursively splitting models, we hope to grow a
collection of mixture components that best models the data with minimum complexity.

precision of the mth Gaussian for 1 < m < K. For our present discussion, we restrict
K = 2. If we use likelihood as a model fitness criterion, then it is obvious that the
2-Gaussian model will always have performance better-than or equal-to that of the 1-
Gaussian model (Cadez & Smyth 2001). If however, we compute the marginal likelihood,
and integrate over the parameters for each K-component model, then we should be able
to correctly determine the appropriate complexity required to model the data xp without

over fitting. This implies computing the integral for the model evidence:

p(xp; M) = / p(pxr)p(xps; M)

We use x4 to represent the collective set of model parameters that we must integrate
over. In order to compute the marginal evidence, we alter the statistical model by placing

the following prior distributions:
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f | P ~ Normal (gs,,,;0, P! /o) (3:2)

P,, ~ Wishart, (P,,; R) (3.3)
p(sit=1)=¢ and p(sip=1)=1-¢ (3.4)
¢ ~ Beta (¢ u1, uz2) (3.5)

In equations (3.2) and (3.3) we place a joint Normal-Wishart prior over {u,,,, P, }.
Gelman et al. (1995) provide several justifications for this choice of joint prior. In addition,
as shown in equation (3.4), our indicator variable s; is now just a binomially distributed

T
2-component vector [sﬂ 5i2:| , while we represent our uncertainty about the knowledge
of the binomial parameter with the Beta prior in equation (3.5). This model is graphically
represented by the DAG in figure 3.1.
The joint distribution over the variables in this model factorize according to the

structure in the graphical model as follows:

p(¢)

N 2 2
p(xp, X33 M2) = [H H [p (%il 1y, Prn) P (Simn = 1)]8"”] [H P |Prm)p(Prm)

1=1m=1 m=1

In order to compute the model evidence p(xp; Ms), the collective set of parameters
that we have to integrate over is xy = {{pm, Pitm—12: {si}fil ,C}. As mentioned be-

fore, this integral is analytically intractable, and although exact solutions can be found
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using Markov Chain Monte Carlo (MCMC) (Neal 1994), we choose to find an analyti-
cal solution using the factorial variational approximation of section 2.3. We make the

following factorial assumption over the posterior distribution of unknown variables:

Q(xn) = Q(r, P, S, ()

= Q(r, P)Q(S)Q(C)

If we substitute the conditional distributions, take logarithms, and lump all irrelevant

terms into an additive constant, we get:

In p(xp, %3 M) Z[ [Py = 505 )P (5~ ) + Inc|

s [ 10IPal = 0 a) P s a) +In (1= )

+mz;2[ Inag + = ln|Pm|— umTPmum} (3.6)
+m21:2[< >1 |Pmy——Tr [Rle]]

+ (ur —1)In¢ + (u2 — 1) In (1 — ¢) + constxp, x,

Using the update equation for factored distributions in equation (2.6), we can de-
rive the following updates (see appendix B.2) to each of the marginal distributions that

maximize the functional lower bound to the true evidence:
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Q(pt,|Prn) = Normal (p,m; mg”)’ 2&"0)
Q(P,,) = Wisharty,, (Pm; f{m)

Q(¢) = Beta (¢; 1, t2)

where
%, = Z 1 (Sim) X
Zz (Sim)
N -1
(Z Szm + 040) Pr_nl
=1
N N
(m) _ 5 VP, = 2=t Sm)
e (Z ’ >> TSN ) a0
N N
—1 o e T 2 Sim) @0
-R +Z sim) (65 ) b =)+ S (Sim) ~|—ozoxmX
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Repeatedly applying these updates until convergence guarantees that the KL diver-
gence between the factored approximation Q(x7) and the true posterior p(xy|xp; M2)

is monotonically decreased. In addition, the functional approximation to the evidence is
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Figure 3.2: A comparison of the functional F for the data set consisting of two Gaussian
clusters with increasing mean separation.

also maximized, and the appropriate model complexity regularization is achieved since in-
tegration over the parameter space automatically penalizes model complexity that is not
given adequate data support. In other words, the data may support a simpler model (with
a single mixture component) since it would have higher evidence than a more complex
model (with two or more components) that fit the data just as well.

We can demonstrate this regularization intuitively with the following example. Con-
sider two sets of 100 data points each generated from unit variance 2-dimensional Gaus-
sians. We combine the two clusters such that they initially have identical means, but
slowly increase the separation between their means. Initially the combined data set will
appear to have been generated by a single Gaussian, but as the separation increases, we
should start to see more evidence for two mixture components.

Figure 3.2 plots the evidence as a function of increasing separation between the means

of the two data sets. Two cases are plotted:
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e The solid line shows the evidence when the model is constrained to use only a single
Gaussian (by appropriately constraining its priors) to model the data. As expected,
the evidence monotonically decreases as the separation between the two clusters is

increased.

e The dashed line shows the evidence when the model is free to use two Gaussians.
Initially, although the 2-Gaussian model chooses to retain only a single Gaussian, its
evidence is lower due to its higher model complexity. As the separation increases
however, the 2-Gaussian case has enough evidence to warrant the existence of 2

components, after which its evidence stays essentially constant.

We also notice a distinct crossover point at which the evidence for the 2-Gaussian
model becomes higher than that of the 1-Gaussian model. This is a crucial observation
since we can effectively use the evidence (or in this case, the approximation F to the
evidence) as a distinction mechanism to make an automatic choice between using 1 or 2
Gaussians to model the given data.

We can now embed this result in a framework that provides us with a principled way

of increasing the number of models to account for structure in the data.

3.1.2 An Algorithm for Growing Mixture Model Cardinality

We are now in a position to formulate an algorithm based on the results of the pre-
vious section. Given a K-component mixture model, the 1-component v/s 2-component
decision that we discussed in the previous section can be applied to each of the K com-

ponents, to make a local decision about splitting a local model into 2 components. In
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Figure 3.3: Starting with an initial set of 5 components, the model grows in complexity
to settle on a final estimate of 14 components.

this way, starting with a very small number of components (or even a single component),
we can grow the number of components until the local evidence at each component votes
in favor of 1 model instead of 2. Algorithm 2 details this procedure.

Although in the previous section, we explicitly evaluated the evidence of the 1-

component and 2-component models separately, practically we only need to start with the

1: Init: K:L XH = {“17P17{3i1}£\i17C}

2: repeat

3: form=1to K do

4 Hypothesize an My model covering the same data xp,, as component m
5: Maximize p(xp,,; Ma2)

6 if split then

7 K+« K+1

8 Xy — Xy U {Mo Pk, {SiK}f\il}

9 end if

10: end for
11: until no split occurs

Algorithm 2: Growing Mixture Models
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Figure 3.4: Bayesian estimation of mixture model complexity applied to regression. 2000
points from the function y = max [e_loz%,6_50935,6_5(33%“33) are sampled and rotated

into a 15-dimensional space. The learned function is shown rotated back into the original
2-dimensional input space.

assumption of the 2-component model, and allow the evidence maximization procedure
automatically adjust our parameter space to allow or disallow the additional complex-
ity such that the local evidence is always maximized. The mathematics of the previous
section can be extended to incorporate the additional “expert” parameters in a mixture-
of-experts setting (Jordan & Jacobs 1994). For example, in maximizing the local evidence,
we can integrate over the parameter spaces of a local regression or classification model,
while still keeping the resulting posteriors analytically tractable with the factorial assump-
tion. Figure 3.3 shows the result of applying this algorithm on a 3-dimensional shrinking
spiral for mixtures of Gaussians density estimation, while figure 3.4 demonstrates its use
on a toy regression problem.

One of the main advantages of this approach is the fact that we can start with an
underestimate of the number models, and allow the data to automatically increase the
model complexity as required. Secondly, since each splitting decision is based on local
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evidence, the computation does not have to take into account the entire data set and hence
is efficient. Finally, the splitting decision is based on the much more principled criterion of
evidence maximization compared to previous approaches, which is guaranteed to locally
regularize model complexity.

One potential pitfall of this method is the phenomenon of “sudden death” which
happens when the complexity of the data covered by a single model is too great to
be modeled by just two components. In such a situation, both the 1-component and
2-component choices model the data equally badly resulting in the choice of a simpler
model (no split) to maximize evidence at the current level of (bad) fit. In such a case,
one solution would be to attempt a split into more than 2 components in regions where
the data distribution seems to warrant additional complexity. Reliably detecting these

situations is a topic of further research.

3.1.3 Application to Non-linear Latent Dimensionality Estimation

Recent research has provided increasingly more evidence for the existence of internal
models in biological motor control — either as forward models or inverse models. For
example, an inverse model of the body’s dynamics allows the generation of appropriate
muscle activations when supplied with a desired movement trajectory. In the most vision-
ary theories, internal models of the entire body dynamics and kinematics are required
to accomplish motor competence. However, from a statistical learning viewpoint, the
acquisition of such large internal models is very complex due to the hundreds of (possibly
irrelevant /redundant) input dimensions from various afferent and efferent sources — a

similar problem as that which seems to be solved by the mammalian cerebellum. Early
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theories in computational motor control rejected internal model-based control due to the
daunting complexity of the differential equations that govern such models, and the high
dimensionality of the input spaces from which these models are learned.

From a control theoretic point of view, model-based feed-forward control has been
highly successful, particularly for fast movements with significant feedback loop delays.
In recent years however there has been mounting evidence (Kawato 1999) that internal
models are used in biological motor control (e.g., from force field experiments, neuro-
physiology of oculomotor control, lesion and clinical studies of the cerebellum). An open
theoretical research question is therefore: what is the complexity of the learning task
that needs to be tackled for motor control? Clearly, the hope is that even though the
movement system is extremely high-dimensional, kinematic and other constraints will
restrict movement data to reside in a very low dimensional manifold within this space,
thus providing a simpler learning task when expressed in terms of these low-dimensional
variables.

To answer this question, we performed a local dimensionality analysis of a significant
amount of movement data (D’Souza, Vijayakumar & Schaal 2001). If indeed, the data
was discovered to exist in locally low dimensional manifolds, then this would imply that
learning a model of movement data would only need to operate in this low dimensional
space — thus providing evidence that it is indeed feasible to learn internal models. The
data is analyzed using two statistical methods: singular value decomposition (SVD) and

our growing mixture model with each component being a variational Bayesian factor
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Figure 3.5: Graphical model for Bayesian factor analysis.

analyzer (Ghahramani & Beal 2000). Bayesian factor analysis treats the latent dimen-
sionality of the model as an unknown model complexity parameter which must be esti-
mated. While several methods exist to estimate this latent dimensionality (Ghahramani
& Hinton 1997, Bishop 19994, Bishop 1999b), we choose to extend the model presented
in (Ghahramani & Beal 2000) since it fits well with our variational scheme.

The graphical model for variational factor analysis is shown in figure 3.5. The observed
high-dimensional data x is assumed to be a linear combination W of a low-dimensional

set of latent variables z with additive axis-aligned noise:

x; = Wz; + p+mn; where n, is i.i.d. Normal (n,; 0, ¥)

By placing priors over each column of W, we can regularize over the number of latent

variables that are required to reconstruct x. This model serves as a single component
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(a) Non-linear data set with locally (b) Inferred manifolds
low-dimensional manifolds

Figure 3.6: Mixture modeling with factor analyzers allows us to examine the local di-
mensionality structure in potentially highly non-linear data. In this example, the data
is clearly 3-dimensional, with strong evidence for local 1-dimensional, and 2-dimensional
structure.

in our mixture model used to analyze the human movement data. An analysis of a toy
example is shown in figure 3.6.

Several subjects were recorded performing a wide variety of everyday tasks such as
walking, picking-and-placing objects, etc., to obtain an unbiased sample of movement
data generated during normal activity. The data was collected using the Sarcos SenSuit,
which is an exoskeleton that can record 35 degrees of freedom of the human body at
100Hz (see figure 3.7). The following preprocessing steps were performed on the captured

motion data:
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Figure 3.7: The Sarcos SenSuit is an exoskeleton that can record position data of 35
degrees of freedom of the human body at 100Hz.

e The recorded joint angle data was low-pass filtered using a second-order Butter-

worth filter with cutoff at 5Hz to eliminate sensor noise.

e Filtered data was numerically differentiated to obtain velocity and acceleration

resulting in an input dimensionality of 35 x (6, 0, 9) = R105

The final data set consisted of 126,000 data points in 105 dimensions.
As a baseline estimate, we determine the underlying global dimensionality of the
movement data using Singular Value Decomposition. As shown in figure 3.8(a), we find

that 32 dimensions are required to explain 99% of the observed variance in the data.
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Figure 3.8: A histogram of the latent dimensionality of movement collected with the
SenSuit. The weight of each bin is the ratio of the total amount of data that is modeled
by a factor analyzer of that dimensionality.

In a sense, the global dimensionality estimate is the maximum that we can expect
the local dimensionality of the data to be. This figure however is an overestimate since it
fails to take into account local structure. By analyzing the same data set with mixtures
of Bayesian factor analyzers, we address the issue of local structure, as well as create a
mathematically principled estimate of local dimensionality within each model. As shown
in figure 3.8(b), when local structure is taken into account, our estimate of the average

dimensionality of the movement data drops to 7.78. The dimensionality of each local
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model automatically falls out of the inference process, and the overall dimensionality
calculated as a weighted average over all models.

Figure 3.8(c) plots a histogram of the local dimensionality found in each model. We
can see that in spite of the global data dimensionality being 105, the bulk of the probability

mass lies between 6 to 9 dimensions. From these results we can conclude the following:

e Biological movement data seems to lie on low-dimensional distributions that are

embedded in very high-dimensional spaces.

e Such low-dimensional distributions can be exploited efficiently by learning (in par-
ticular function approximation) algorithms that use spatially localized receptive

fields, and dimensionality reduction techniques inside these localized receptive fields.

What are the potential reasons for the locally low-dimensional distributions of biolog-
ical movement data? It is useful to examine well-known nvariances of human movement

in the light of the dimensionality of movement data that they produce:

Minimum Jerk / Torque-Change / Variance Criteria: These criteria assume that
human movement is created out of optimizing a general, biologically useful cost cri-
terion. A typical characteristic of these criteria is that the velocity of movement
is unimodal and bell-shaped. Therefore, the trajectories in different joints are (to
a first approximation) just a scaling of each other. Thus if all DOFs would move
in minimum jerk trajectories, the local dimensionality of the space spanned by po-
sition velocity and acceleration of all DOFs would be just 3, since the scaling of
trajectories between each DOF makes their positions linearly dependent (as would
be the velocity and accelerations).
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Rhythmic pattern generators: In rhythmic movement, most joint angle trajectories
are either first or second order sinusoids (e.g., the knee joint performs second or-
der oscillations in locomotion), the only difference being amplitude and phase of
the oscillations. The linear superposition of two sinusoids with different phase can
reproduce arbitrary sinusoids in terms of phase and amplitude. Thus, if all joints
would perform first order oscillations, the space spanned by position, velocity, and
acceleration of all DOFs will be at most 6-dimensional, globally or locally! Some
joints performing higher order oscillations may add some modest amount of addi-

tional dimensionality.

Consistent resolution of redundancy: Redundancy in human movement is mostly
resolved in a very consistent manner, e.g., reaching movements are invariantly
straight-line trajectories with highly repeatable resolution of redundancy within
an individual. Thus, from the end effector trajectory, the resolution of redundancy
of the human body can approximately be inferred, and the dimensionality of the
joint space movements is approximately that of the end effector movement, i.e., at

most 9-dimensional for 3D position, velocity and acceleration of the end effector.

2/3 power law: The 2/3 power law can be interpreted as an epiphenomenon of sinu-
soidal joint space trajectories (Schaal & Sternad 2001). Hence the comments under
“Rhythmic Pattern Generators” can be applied to how the 2/3 power law may lead

to low dimensional distributions in joint space.
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3.1.4 Mixture Modeling with Dirichlet Process Priors

Recently, the use of semi-parametric techniques such as Dirichlet processes have gained
popularity as a method of dealing with the question of mixture model cardinality. Dirich-
let processes were introduced as a means of placing probability distributions over the space
of density functions in statistical models (Ferguson 1973, Ferguson 1974). Formally, the
Dirichlet process can be defined as follows:

If a is a finite measure on (X,Q), and B, ..., By is any partition of X by Borel sets,
then there exists a unique probability measure D («) on the space of probability measures

over X, called the Dirichlet process with parameter o satisfying:

(p(B1),...,p(By)) ~ Dirichlet(a(By), . .., a(B)) (3.7)

The only parameter of the Dirichlet process is the base measure a(-), which is some-
times written as a product a(-) = agpo(-) where ag is a scalar, known as the “concen-
tration”, and po(-) is a probability measure. A Dirichlet process with base measure « (-)
establishes a distribution over the space of density functions p(-) over the domain X', such

that the following properties hold:

e The expected value of the density p(-) is given by:

() = % —po () (3.8)
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Figure 3.9: Samples from a Dirichlet process. The base distribution is a Gaussian
Normal (x;0,10) with zero mean and variance 10. The concentration parameter a = 1
allows a fair amount of variation in sampled distributions.

e The posterior distribution of p(+) given an observation of x1, . . ., z, is also a Dirichlet

process:

p()|z1,. .., 20 ~ DP (a(-) + ) ba, (-)) (3.9)
=1

Where d,, () = 1 when = = z; and zero otherwise. Hence we can write the mean

posterior distribution as follows:

GOl = A (8 (Bis )

This has an intuitive appeal as a Bayesian estimate since it is a convex combination
of “prior guess” and “empirical estimate”. Hence, given a set of observed samples
x1,...,Tn, with probability a(X)/(a(X) + n), the next sample is a new, distinct

value chosen according to the “prior guess”. Otherwise, it is drawn uniformly from
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among the first n samples. The applicability of the term “concentration parameter”
to «g is apparant here, since for large values of «g, the sampled distributions will
tend to be very similar to the base distribution, while smaller values of aq allow
more variation. Figure 3.9 shows sample distributions from a Dirichlet process with
a relatively low concentration parameter oy = 1 which allows a fair amount of

deviation from the base distribution po(x) = Normal (z;0, 10).

e The probability of a new observation z,41 can be derived from the corresponding
result for Dirichlet distributions by taking the limit as a; — 0 and & — oo such

that a(X) is constant.

2 i1 Oz (Tni1)

P($n+1 =T for some 1 S 1 S n|$la .. 75571704) - (X) n
p X -+ #ZE or a 1 n\x ey L q) = ———
n+1 1 — — 1 » Ny (X) n

The tractability of equation (3.10) is crucial for sampling methods used to solve DP

models.

Any realization of a Dirichlet process is (with probability 1) a discrete distribution
(Blackwell 1973), since there is always a non-infinitesimal probability of observing a
sample that we have seen before. In this sense, the Dirichlet process can be thought of as
an infinite-dimensional extension of the standard Dirichlet distribution, and its connection
to the Pélya urn representation is also well documented (Blackwell & MacQueen 1973,
Chun et al. 2003, Ghosh & Ramamoorthi 2003). While the discreteness of the Dirichlet
process might seem to curb its applicability to modeling continuous distributions, this
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is easily remediedby simply convolving it with a simple continuous distribution such as
the popular Gaussian, resulting in the Dirichlet process mixture model (Antoniak 1974,

Escobar 1994, MacEachern & Miiller 1998):

25 ~ / Normal (z; 1, 02) py(12)dp

Pu ~ DP (agpo)

Initially, the use of such models was limited because the posteriors quickly become
intractable for modest numbers of observations. However, the development of Gibbs
sampling techniques which could solve these models exactly (Escobar 1994, Escobar &
West 1995) made them popular density estimation techniques. See (Neal 1998) for an
excellent overview of sampling methods for Dirichlet processes.

An example using a density estimation task is shown in figure 3.1.4. A 1000-sample
data set is presented with the histogram shown in figure 3.10(a). Using the sampling
techniques outlined in (Neal 1998), we can generate samples from the posterior distri-
bution over the space of probability measures over x. These samples (along with the
mean and one standard deviation bars) are shown in figure 3.10(b). The key aspect of
the algorithm is that even though we implicitly use a mixture model, we do not need
to explicitly specify the number of mixture components. Indeed, the Dirichlet process
model allows for an infinite number of components, which can be instantiated based on

the complexity of the data set.
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(a) Histogram of 1000 samples of data. (b) Samples from the estimated distribution.

Figure 3.10: The right sub-figure shows samples from the posterior distribution over
probability densities (light grey lines), estimated from the data on the left using a Dirichlet
process prior. Also shown are the mean (thick dark line) and standard deviation (thick
dashed lines) of the sampled distributions.

An alternate set of sampling methods using the stick-breaking construction of the
Dirichlet process by Sethuraman (1994) has also gained in popularity, leading to the trun-
cated versions of the Dirichlet process (Ishwaran & James 2001, Ishwaran & Zarepour
2002). Variational methods for the Dirichlet process which use this truncated represen-
tation also exist (Blei & Jordan 2004), although algorithmically, they reduce again to
the existing methods proposed in (Beal 2003) which initially overestimate the number of
components, and then allow the inference mechanism to prune away the unneeded model
complexity.

Some of our recent efforts have been directed towards examining whether locally
weighted projection regression (LWPR) (Vijayakumar et al. 2000), an extremely efficient
supervised learning algorithm based on the creation of fixed local models, can be inter-

preted in the framework of Dirichlet process mixtures.
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The key similarity is the generation of new local models. As Neal (1998) intuitively
describes, in the Gibbs sampling algorithm, a data point has a higher probability of
spawning a new Dirichlet process mixture component if it cannot be explained satisfac-
torily by existing components. This is exactly the same heuristic that is used by LWPR
for the creation of new local models.

At this time the Dirichlet process model is still computationally unattractive due to
the Gibbs sampling procedure which limits its applicability to higher-dimensional param-
eter spaces. Although it has been used with limited success in some supervised learning
settings (Rasmussen 2000, Rasmussen & Ghahramani 2002, Beal et al. 2002), the varia-
tional approach of Blei & Jordan (2004) and our growing mixture formulation presented
in this section seem more promising and empirically seem to require fewer iterations to

converge.

3.2 Online Learning with Automatic Forgetting Rates

While there exists a large body of statistical learning literature that deals with Bayesian
techniques for batch learning, many of these techniques are not naturally applicable to
sequential learning tasks that are often embedded in dynamic, non-stationary environ-
ments. Two aspects of online learning make statistical learning especially hard. Firstly,
the parameters of interest (e.g. the parameters of a classification/regression function)
may themselves vary with time. In addition, a complex learning algorithm with multiple
parameters in flux, may cache statistics based on only partially converged estimates of

these parameters. It therefore becomes necessary to “forget” past data and statistics,
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in favor of more recent observations, such that the learning system is responsive to new
conditions at an appreciable rate, as the learning model and environment evolve.

In the context of regression, the popular Recursive Least Squares (RLS) algorithm
(Ljung & Soéderstrom 1983) has received considerable attention. Crucial to this framework
is the notion of a “forgetting rate” v (where 0 < v < 1), which controls the extent to
which past data contributes towards the current estimate of the process parameters. In
a sense, the forgetting rate v can be thought of as defining an effective window of size
v/(1 — v) over the data. Several algorithms adapt this strategy to limit the horizon
of accumulated “sufficient statistics”, including the recent model estimation framework
using variational Bayes (Sato 2001).

Recently, an alternative view within the framework of Bayes filtering has been pro-
posed (de Freitas et al. 1999, Sykacek & Roberts 2003). This framework treats the
estimation of the parameters of a non-stationary process as a Bayesian state estima-
tion problem. Several algorithms exist for performing state estimation including the
well-known Kalman filter. Indeed, statistical signal processing literature often highlights
the relationship between RLS based system identification, and Kalman filters (Proakis
et al. 2002). In (Sykacek & Roberts 2003), an algorithm for online classification is pre-
sented that uses the variational Bayes framework in conjunction with a Kalman filter, to
automatically estimate the process noise variance — a crucial parameter in determining
the extent of non-stationarity. The algorithm however, only considers causal informa-
tion flow (Kalman filtering), even though a windowing approach is used which could

potentially take advantage of anti-causal information flow (Kalman smoothing) as well.
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3.2.1 Using a Kalman Filter to Track Non-Stationarity

A simple way of dealing with a non-stationary parameter, is to formulate it as a “drifting”
random variable (Sykacek & Roberts 2003), and track it with a Bayes filter. For the
purposes of this exposition, let us consider a simple regression problem, in which each

data point (y,|x,) is generated according to the following model:

Wy = Wp—1 + Nn (311)

Yn = WpTp + €, (3.12)

where 7,, and ¢, are additive Gaussian noise distributed as 7,, ~ Normal (,;0,1/X)
and €, ~ Normal (e,;0,1/1,). Note the subscript n for the regression coefficient w
indicates that we treat it as a drifting parameter whose value changes with time according
to equation (3.11). Since these equations represent a linear, Gaussian state-space model,
a Bayes filter reduces to the well known Kalman filter (Kalman 1960).

Knowledge of the precision A is crucial if we wish to track w, accurately, since it
constrains the amount that w, is allowed to vary at each time step. As shown in figure
3.11, an incorrect estimate of A can result in a learning system that is too sluggish to
adapt to changes (if A is too high), or one that is excessively responsive, and highly
susceptible to noise (if A is too low). Thus A can be interpreted as an inverse process
adaptation rate, or perhaps more accurately, an inverse drift step size. Estimating A (and
also 1)) is potentially achievable if we retain a moving window of N data points (we

shall revisit the question of window size later) in conjunction with a Kalman smoothing
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Figure 3.11: Overestimating the precision A results in sluggish tracking of rapid changes
in w, while underestimating it introduces a hyper-sensitivity to noise.

procedure to estimate true posteriors over the w, within the window. Clearly, a naive
Maximum-Likelihood (ML) estimation of both A and 1, simultaneously, is impossible
without arriving at degenerate Gaussian distributions over w,,. This is partially because
A and 1, are essentially model complexity parameters, since they restrict the possible
space of Markov chains of w,, given a starting distribution p(wg). Consequently, they also
restrict the possible space of data sets that could be observed under this model structure.
Hence, we look towards the evidence framework to provide the necessary regularization
ability such that we can obtain principled estimates of these quantities from the point of
view of maximizing model evidence.

We therefore place prior distributions over A and ,. Since they are essentially scale
parameters, we choose the prior distributions to be broad (non-informative) Gamma
distributions, which are theoretically justified as being relatively uniform over a log scale
(Gelman et al. 1995), as well as analytically convenient due to their conjugacy with

Normal distributions:
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Figure 3.12: Graphical model for variational Kalman filtering

b3
A ~ Gamma (\; ay,by) = =2—A2"Lexp (—by\) (3.13)
I (ay)
Ay
ay—1
ty ~ Gamma (g5 ay, by) = ==—y" " exp (<bytl,) (3.14)
I (ay)

The graphical model incorporating these distributions is shown in figure 3.12. Given
the conditional independencies implied by this model, the log complete evidence can be

written as follows:
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where we define y = [yl yN] , X = [351 fL'N] , W = [wl wN] .
Ultimately, we are interested in the posterior distribution over the regression coefficient
at the current (last) time step, i.e. p(wy|xp, ), which is obtained by marginalizing out all
the other random variables from the true posterior p(w, A, ¥,|xp, ). From the structure
of equation (3.15), we see that this is an analytically intractable proposition. We therefore
turn to the factorial variational approximation methods described in chapter 2 to allow
tractable inference of the model parameters.We shall choose to approximate the true

posterior p(w, A, 1y |xp, ) with the factored approximating ensemble:

QW A hy) = Q(W)Q(A, ¥y) (3.16)

The factorization between Q(w) and Q(\, 1) is the approximation we introduce to
allow tractable inference. As it turns out, an additional factorization Q(A)Q (1) falls out
of the conditional independencies in the model itself (the graph vertices corresponding to

A and 1, are separated by w).
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Inference of the individual posterior distributions proceeds by iteratively updating
each Q;(-) in equation (3.16) according to equation (2.6). Given the factorization in
equation (3.16), estimating the posterior distribution Q(w) over the regression coefficients
is equivalent to performing the forward (filtering) and backward (smoothing) recursions
of a Kalman smoother, given current estimates of Q(\) and Q(v,). If we assume that the
filtered distribution of w, is Q(wn|xp,,,) = Normal (wy,; (wy),, , 1/¢,), and the smoothed
distribution is Q(wy|xp,., ) = Normal (wp; (wy)  , 1/¢n), then we can derive the following

forward recursion:

_ >, 1A
R A

— i z <)‘> <n—1 <wn—1>n_1
<wn>n - Cn <¢y> nYn + Cn—l n <)\>

as well as the backward recursion:

o1 = ‘/Jn(Cnfl + <)‘>)2

T on (Gt + () + (V)

on | (Cam1 (wn—1),, 1 + V) (W) n) (Go1 + (V)
Pn-1 @n(Cam1 + (V) + (V)2

<wn*1>N =

The update equations for the distributions of Q(X) and Q(v,) are easily derived as
Gamma distributions from equations (3.15) and (2.6). This results in the following update

equations (see appendix B.3) for the parameters of the posterior Gamma marginals Q(\)

and Q(tby):
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Figure 3.13: In our artificial data set, the regression parameter drifts as shown in 3.13(a).
The estimates of A obtained by the vkS and vkF algorithms (for 1, = 10) are shown in
3.13(b)
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A A 2; < N>N < n 1>N On Ot ( n—1 n)

where Cov (wy,—1,wy,) is the cross-time covariance that can be derived using Schur com-

plements (see appendix A.1) as:

<)\> (Cn—l + <)‘>)
on-t [#n(Guor + () + N7

Cov(wp—1,wy) =
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3.2.2 Bayesian Forgetting Rates Evaluation

To evaluate our algorithm we considered the simple linear regression system outlined in
section 3.2.1. We allow w to drift over 1000 time steps according to the plot in figure
3.13(a). At each time step we sample x,, according to Normal (x,,;0, 1), a zero mean, unit
variance Gaussian, and generate y, according to equation (3.12). We generate 50 such
data sets in each of three categories, corresponding to the observation noise precision set
at 1y = 102, Yy = 103, and Py = 104, for a total of 150 data sets.

We evaluated our variational Kalman smoother (vkS) algorithm against two others
on the generated data sets: the variational Kalman filter (vkF) algorithm of (Sykacek
& Roberts 2003) (adapted for regression instead of classification), and RLS. In order to
select the optimum value for the window size parameter N in vkF, it was evaluated at
several values ranging from 10 to 200 time steps, and the window size giving the smallest
mean-squared error with the true w was chosen. In a similar manner the forgetting rate
~ for RLS was chosen using a line search to minimize the mean-squared error between
the estimated and the true w.

Note that our vkS algorithm did not have access to the true w, but as figure 3.14
shows, it performs the best of the 3 algorithms across all noise ranges. As the results show,
the vkS algorithm tends to outperform RLS significantly. The vkF algorithm performs
comparably at estimating w, but as figure 3.13(b) shows, it tends to underestimate A
due to the lack of anti-causal information that is useful in smoothing out past estimates.
Underestimating A causes it to be slightly more susceptible to output noise than our vkS

method.
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Figure 3.14: A comparison of the mean squared error between the estimated w and the
true w obtained for the 3 algorithms for different values of observation noise. Results are
tested for statistical significance with p < 0.05.

A second set of experiments was carried out by integrating the vkS formulation with
the Bayesian backfitting regression algorithm (introduced in chapter 4)!. Each experiment
consisted of a regression task with a set of 5000 pairs {x;,y;} presented to the algorithm
sequentially. The goal of the algorithm at each step ¢ is to predict an unseen y; based
on x; and the past observations {x1,y1}...{xXi—1,%i—1}. As an additional difficulty, we

construct the input data set to live in a low dimensional (5-dimensional) manifold which

is embedded in a 105-dimensional space. Two different embeddings are created:

1. The first embedding (corresponding to results in figures 3.15(a) and 3.15(c)) added
50 irrelevant (noise) dimensions, as well as 50 redundant copies of the true input

dimensions.

2. The second embedding (corresponding to results in figures 3.15(b) and 3.15(d)) also
added the 50 noise dimensions, but this time the 50 redundant inputs were linear

combinations of the true inputs.

!Many thanks to Jo-Anne Ting for carrying out these evaluations
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Linearly dependent inputs (no process drift)

R2=0.9 (high noise) R2=0.99 (low noise) R2=0.9 (high noise) R2=0.99 (low noise)
(a) (b)

Repeated redundant inputs (process drift) Linearly dependent inputs (process drift)

R2=0.9 (high noise) R2=0.99 (low noise) R2=0.9 (high noise) R2=0.99 (low noise)

(c) (d)
Figure 3.15: Bayesian forgetting rates applied to a high-dimensional regression task, in
conjunction with the Bayesian backfitting algorithm (discussed in chapter 4). Note that

all errors are reported on a log scale. The legend in the first graph serves for all. Results
are statistically significant with p < 0.05.

For each of these embeddings, two different sets of y data was generated by linearly
combining the the 5 true dimensions of x: the first using a fixed regression vector, and
the second using a drifting regression vector. This resulted in the four scenarios shown
in figure 3.15. The results for each of the algorithms compared were averaged over 50
simulation runs for each scenario.

Four algorithms were compared during the simulations: Standard batch regression,
two instances of RLS with different forgetting rates A such that (1 — A;) = le — 8 and

(1 —A2) = 2e— 2, and our variational kalman smoother. Figure 3.15 shows the results of
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the experiments. In the case where the underlying process is indeed stationary, the batch
algorithm does the best job since it takes into account all the data. This is reflected in the
top two graphs of figure 3.15. The bottom two graphs on the other hand, show a marked
improvement on the performance of the variational Kalman smoother when the process is
indeed drifting. The smoother is able to automatically able to determine the appropriate

window size required to correctly generalize from the sequential data presented.

3.2.2.1 On Selecting the Window Size “N”

10 20 30 40 50 60 70 80 90 100

NI

Figure 3.16: Effect of increasing window size on the estimation error

One could argue that we have simply replaced the problem of determining A\, with
the problem of guessing the appropriate number of steps N that we wish to compute
a backward (smoothing) pass over. Indeed, while the method proposed in (Sykacek &
Roberts 2003) also uses a windowing procedure, it does not give a clear indication as to
how the window size should be selected. In general, we find that increasing the window
size allows greater robustness when observation noise is high. This is evident from figure

3.16, which shows that the estimation accuracy increases with the window size. It is
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Figure 3.17: Estimating the influence of past data

important to note however, that the gain in accuracy quickly saturates, after which the
increase in estimation accuracy is negligible.

Can we obtain an estimate of the “correct” window size from the data itself? It turns
out that we can at least obtain a valuable hint in this regard, from the precision estimates
of wy, after the filtering (the (, values), and smoothing (the ¢,, values) steps. If we plot
the ratio ¢, /(,, we note that at the final time step, the ratio must be 1 (since the filtered
and smoothed distributions are identical for the final time step), but as we go further
back in time, the ratio settles to a stable average value (figure 3.17). Note however that
the number of time steps over which the ratio settles to this stable value reflects the time
horizon over which successive values of w,, have an influence over each other, and give us
a clue as to the required window size N.

From figure 3.17(a) we see that given a fixed process drift rate, the time horizon
should be larger when the value of ¢, is small (data is noisy), while higher 1, (more
precise data) allows more trustworthy recent data to take precedence over past estimates

that are too far back in time. Similarly, figure 3.17(b) shows us that for a fixed noise
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level in the output, a higher value of A (slowly changing process) tends to stretch the
window, while a lower value of A\ (rapidly changing process) tends to require a smaller
window. Our evaluations of vkS in the previous section monitor this quantity to ensure
an appropriately large window size.

Thus we essentially have a parameter-free algorithm that is able to automatically

determine its own adaptation rate within a principled framework.

3.3 Bayesian Supersmoothing

Kernel-based methods have been highly popular in statistical learning, starting with
Parzen windows, kernel regression, locally weighted regression, radial basis function net-
works, and more recently in formulations involving RKHS such as support vector ma-
chines, and Gaussian process regression. In general, most algorithms start out with
kernel parameterizations that are the same for all kernels, independent of where in the
data space the kernel is used, but later recognize the advantage of locally adaptive ker-
nels, e.g. (Friedman 1984, Poggio & Girosi 1990, Schaal & Atkeson 1998, Paciorek &
Schervish 2004). This progression of algorithms is motivated by a large class of learn-
ing problems in which the properties of learning data vary strongly throughout the data
space, for instance, as in regression problems with different frequency characteristics in
different parts of the work space, or, as phrased in Gaussian process regression, with
non-stationary covariance functions. However, while optimization of the parameters of
one globally shared kernel is already quite expensive for most algorithms — e.g., it con-

stitutes the bulk of the computation in Gaussian process regression (Williams 1997) —
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performing such optimization for every kernel individually becomes rather complex and
prone to overfitting due to the flood of open parameters. It thus seems natural to seek a
completely Bayesian treatment of local kernel adaptation, i.e., to integrate out complexity
parameters, ideally with an EM-like algorithm such that gradient descent and sampling
problems can be avoided.

For non-parametric locally weighted regression (Atkeson, Moore & Schaal 1997), we
assume a training set xp = {xz,yl}fil drawn from a nonlinear function y = f(z) + €
contaminated by mean-zero noise e. We wish to approximate a locally linear model
B = [51 ﬁo} ' of this function, i.e., the slope and intercept of the tangent at a query
point x4, and subsequently make a prediction y, = [xq 1] B. For this purpose, we
assume the existence of a spatially localized weighting kernel w; = k(z;, x4, h) that assigns
a weight to every training point according to its Euclidean distance from the query point.
The Gaussian RBF kernel w; = exp (—0.5h (z; — a;q)Q) is a popular choice, but as will
be shown below, not always the most convenient formulation. The bandwidth A of the
kernel is a crucial parameter that determines the quality of fit of the locally linear model.
If h is too large, we may overfit the data, and if it is too small, we may oversmooth.
In general, h needs to be chosen as a function of the local curvature of f(z) and the
data density around the query point. If we can find a good bandwidth as a function of
Z4, nonlinear function approximation can be solved accurately and efficiently. Our goal
is to find a Bayesian formulation of determining 3 and A simultaneously in an EM-like

algorithm.
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Figure 3.18: Graphical model for Bayesian supersmoothing. The dotted path indicates a
dependency via the variable b;, which strictly speaking does not introduce any additional
stochasticity, but is a deterministic function of the random variable h and the observed
X;.

yilzs, wi, B, 0% ~ Normal (yi;x?,& Z}—i) (3.17)
B|o? ~ Normal (,6; Bos 2,302) (3.18)

0% ~ Scaled-Inv, 2 (02; no, 012\,’0) (3.19)

w;lb; ~ Gamma (wj; a, b;) (3.20)

bi = bi(h, zi, x4) (b; is a deterministic function) (3.21)

h ~ Gamma (h; ap, by) (3.22)

The distributions for y;, B and o2 are standard for Bayesian weighted regression,
which assumes heteroscedastic variance (Gelman et al. 1995). However, classic Bayesian

weighted regression does not take into account how the weights are generated. For locally
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weighted regression, heteroscedastic variance is modeled as an effect of the weighting
kernel, i.e., as growing noise variance proportional to the distance of a data point away
from the query point. In order to obtain a probabilistic formulation, we introduce a

conditional Gamma distribution over each weight:

p(w;|h) = M

w;® exp (—w;b; (x4, x4, b))

I (ao)
1
bi (5,4, h) = ——
(:E N ) k(mi¢xQ7h)
which implies:
ag
i) = 7~ = aok (Ti,xq, h
('LU> bz (.’Ei,fﬁq,h) ao (.'1: xq )

(3.23)
Var (w;) = aok (z, 24, h)2

There are some important observations concerning equation (3.23). The expectation
of a weight is just the weighting kernel k scaled by ag. This scaling is harmless in weighted
regression since a uniform scaling of all weights does not affect the estimation of the locally
linear model. The variance of the weights however, is proportional to the squared value
of the kernel k. Thus data points with a tiny weight will have an even tinier variance,
while data points with larger weights will have more variance. This nonlinear dependence
of the variance on the distance from the query point is quite useful: at a point very far
away from the query point, the kernel value is close to zero, and we should rightfully be
confident that this point is irrelevant to the local regression. However data that receive

a significant activation of the kernel k£ should be scrutinized carefully.
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3.3.1 An EM-Like Learning Algorithm

In order to derive a learning algorithm for the graphical model of figure 3.18, we shall
employ the factorial variational approximation discussed in chapter 2. The log joint

distribution over the variables in the graphical model can be written as:

lnp(xD,xH;¢):——lna —G—Z[ Inw; — 5 é(i—ﬂTXi)Z}

N
+ Z [ag Inb; (z4, 24, h) + (a0 — 1) Inw; — w;b; (x;, x4, h)}

o= o (8-8,) 255 (8- A)

i=
1
2
no 9 ”‘712\70
_ <? + 1) lno® — 202’ + (ano — 1) Inh — by gh + constx, x,,

—1In

Our factorial variational approximation for this model is of the form:

Q(xn) = Q(B,*)Q(h) HQ(wi) (3.24)

Using the formula for the updates of the distributions under the factorial assump-
tion in equation 2.6, we can derive the following updates for the distributions over the

regression parameters:

N -1
Yg= (Z W;) XX +2,60)
i=1

. (3.25)
IB = 2,3 (Z wz YiX; + 2[3 ()/80>
=1
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and the noise variance:

no+ N (3.26)

1
a = ap + 5
1 AT 2 1
by = E <yz -0 Xi) + §XiTEL-3Xi + (bi (x4, 24, h)) (3.27)
a ag + %

. ~T 2
‘ ﬁ (yi -8 Xz’) + %XiTE,BXi + (b (w4, 74, 1))

And finally, the log posterior of the bandwidth h can be written as:

InQ(h) = ag i\[: Inb; (z4, 4, h) — i\f: (wg) by (x4, g, h) + (apo — 1) Inh — by oh + consty,
- - (3.28)

As an obvious problem, equation (3.28) does not have a compatible form for a log-
Gamma distribution in h when using the general formulation b; = 1/k (x;, x4, h). We

therefore have to investigate concrete formulations of weighting kernels. In particular we

consider the following popular choices, (Atkeson et al. 1997):

k= exp (—%h (i — $q)2> (3.29)
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k= (1+4h(z; —z)?)"" (3.30)

(1 —h(x; — mq)2>p if h(z;—2g)? <1

o — (3.31)

0 otherwise

Where p is a positive even integer. In order to be conjugate with the Gamma dis-
tribution in h, we can only accept terms in equation (3.28) that are linear or log-linear
in h. None of the kernels in (3.29)—(3.31) fulfills this requirement. Indeed, only a kernel
that is linear in h would ever result in linear and log-linear terms. Unfortunately, such
a kernel is ineffective for bandwidth adaptation in weighted regression, as the bandwidth
would just act as a scale parameter on all weights. By inspecting equation (3.25) under
the assumption of uninformative priors, it becomes apparent that such a scaling would
have no effect on estimating the local linear model’s regression parameters 3. Therefore,
in order to find an analytical update for the posterior distribution of h, we will thus
have to resort to further approximations. For our kernels in (3.29)—(3.31), the potentially

problematic terms in equation (3.28) are respectively:

é :%aoh (z; — x4)* — (w;) exp <% (@i — :cq)2>] (3.32)
g: :Go ln(l + h(z; — wq)p> — (w;) (1 +h(z; — :L'q)pﬂ (3.33)
i=1

i :—aoplﬂ (1 —h(z; - xq)2) — (w;) (1 —h(x; — l’q)2)p:| (3.34)

s
Il
R
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While equation (3.34) has no linear or log-linear terms in h, both equations (3.32)
and (3.33) seem more promising, as the terms involve only concave/convex nonlinearities,
which can be easily approximated by a bound. However, equation (3.32) has a subtle
additional problem: the sign on the first summand is positive, while in a log-Gamma
distribution, the terms linear in A should be negative. This could potentially lead to
negative parameters in the posterior which are a result of the approximating process
(which indeed occurs when realizing the algorithm with a Gaussian kernel). We therefore
proceed with the kernel corresponding to equation (3.33), and with some foresight towards

the final algorithm, we choose the following more general parameterization:

|
Mg h) = s where b= s(1 +h (g — xq)p) (3.35)

Using the variational approach suggested by Jaakkola & Jordan (2000), we can bound

the problematic first term in equation (3.33) as:

ln(l + h(z; — :cq)p> >\ ln<h (x; — xq)p) - )\z% +1In (1 _1)\>

where the \; are the variables that parameterize a family of lower bounds, and which
must be individually optimized to ensure a tight bound. With this approximation, equa-
tion (3.28) simplifies, and the following updates to the posterior distribution over h can

be derived:
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N N
mQ(h) =ao Y Ailnh—s> (wi)h(x; —xq)" + (ano — 1)Inh — by oh
=1 =1

N
an =ano+ag » A (3.36)
=1

N
bh =S Z (w,> (x, - l'q)p + bh,()
i=1

Finally, the variational parameters \; need to be optimized. Fortunately, this opti-

mization decomposes into decoupled optimizations for each \; of the form:

) » Ai 1 _
N, ()\Z (Inh (z; — xq) >—)\zln1 Y +1In <1_)\i>> =0 (3.37)

for which the solution is:

. 1
\i = i - where i = (x5 — l‘q)p 5#’ (an)bn

where 9 (+) is the digamma function. We can therefore write the final EM-like procedure

as:

E-Step: Apply equations (3.25), (3.26), (3.27) and (3.36)

M-Step: Apply equation (3.37)
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3.3.2 Bayesian Supersmoothing Evaluations

We evaluated Bayesian supersmoothing in several synthetic one-dimensional data sets.

In all simulations, we chose the prior parameters to be:

ano = 0.1,b0 = le — 4,a9 = 10,n9 = 10,039 = 0.1, By = 0, X9 = 1e6I

This choice of priors corresponds to a rather uninformative initial bias that A = 1000
and that we believe to have seen ng = 10 points with variance 0']2\[70, prior to fitting
our model. For the regression parameters we have a highly uninformative distribution
(effectively no bias). The particular values selected for initialization were, on one hand,
motivated by providing numerical stability to the algorithm even if there were no points
falling within the range of the locally linear model, and on the other hand, by our desire to
start out with a moderately small weighting kernel. For weighted regression, there is, in
most cases, a local maximum for the algorithm when performing global linear regression,
and it is this local maximum that we try to avoid in our algorithm.

A more important initialization is the scale s of the weighting kernel in equation (3.35).
On inspection of the posterior distribution over the weights in equation (3.27), one re-
alizes that the weight update is influenced by three terms; the original kernel weight,
the variance of the regression parameters, and the squared standardized residual error of
a data point. The term with the variance of the regression parameters xiTngi is in-
versely proportional to the number of data points contributing to the locally linear model

(c.f. equation (3.25)), and drops quickly to zero for moderate amounts of data. Thus, the
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denominator of the posterior update of a data point’s weight in equation (3.27) is primar-
ily a tradeoff between the standardized error of the data point and its prior weight. If the
standardized error were to dominate this update, our prior weighting would be ignored
— empirically, we notice that this leads to overfitting. In contrast, if the standardized
error residual were ignored, we will oversmooth. We choose s = 0.01 as a good tradeoff
between residual error and prior kernel weight. Given that both the kernel weight and the
standardized residual error are always in the same range of values, s does not need to be
adjusted or each data set and can be considered to be a one-time model design constant.
In order to have lighter tails on the weighting kernel we choose p = 4 in equation (3.35).

We evaluated Bayesian supersmoothing on three different data sets (see figure 3.19)
and compared it to locally weighted regression (LWR) with a globally optimized Gaussian
weighting kernel using leave-one-out cross validation (Atkeson et al. 1997). The first data

set is generated using the equation:

y(z) = x — sin® (272%) cos (2m2?) exp (2*)

with additive i.i.d. noise of 0.1 standard deviation. This function has strongly different
frequency components in different parts of the data space. As figure 3.19(a) shows, LWR
overfits the data in low-frequency areas in order to accommodate the high-frequency
region at the right of the plot. Bayesian supersmoothing correctly adjusts the bandwidth
h with the curvature of the function and does not display any overfitting or underfitting

trends.
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The very sparse data set in figure 3.19(b) was generated from an initial step function
with a linear trail-off, and a suddenly noisy section of the function. Bayesian supersmooth-
ing properly varies the bandwidth to account for the sudden changes in the function and
the noisy regions. In comparison to LWR, it manages to chisel out the corners of the step
function more accurately while properly smoothing out the noisy regions.

Figure 3.19(c) illustrates that the a high amount of noise in the classic Old Faithful
data set (characterizing the eruption timing of the famous geyser in Yellowstone National
Park), does not mislead Bayesian supersmoothing towards overfitting. The fitting results
are comparable to LWR and the data fits published in (Hastie & Tibshirani 1990).

In general one can conclude that Bayesian supersmoothing adjusts the bandwidth in
all examples over orders of magnitude in order to accommodate the data set at hand. The
lower sub-plot of each example in figure 3.19 illustrates this local bandwidth adaptation
as a function of location in the input space.

While we have focused on seemingly trivial one-dimensional function fitting, we believe
that this is a crucial step towards multi-dimensional settings. As was demonstrated by
D’Souza et al. (2004) with the Bayesian backfitting algorithm (a topic of chapter 4), it is
possible to treat multivariate regression problems in a decomposable fashion by solving
them as a succession of univariate regressions. It is straightforward to combine these two
algorithms into a unified supervised learning framework.

It must be noted however, that our current realization of Bayesian supersmoothing
requires further refinement. As an odd feature of Bayesian weighted regression (Gelman
et al. 1995), equation (3.26) updates o3, by dividing by ng+ N. Interestingly, this implies

that even a data point which is very far away from the query point (and which therefore
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should have a very small weight) will have an effect of reducing our posterior variance at
the query point. A variant of the formulation which enforces that Zf\i L w; = N shows

promise at countering this undesirable behavior.
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Figure 3.19: Each subplot shows the performance of Bayesian supersmoothing at appro-
priately estimating the kernel distance metric based upon which the desired function is
predicted. The top graph in each subplot shows the prediction, while the bottom shows
the kernel bandwidth parameter as a function of position in the input space.
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Chapter 4

The Quest for Computational Tractability

Real-world data obtained, for instance, from neuroscience, chemometrics, data mining,
or sensor-rich environments, is frequently extremely high-dimensional, severely under-
constrained, and often interspersed with large amounts of irrelevant and/or redundant
features. Combined with the inevitable measurement noise, efficient learning from such
data still poses significant computational challenges to state-of-the-art supervised learn-
ing algorithms, even in linear settings. While traditional supervised learning techniques
such as partial least squares (PLS) regression (Wold 1975), or backfitting (Hastie &
Tibshirani 1990, Hastie & Tibshirani 2000) are often quite efficient and robust for these
problems, they lack a probabilistic interpretation and cannot easily provide analytical
measures of predictive distributions or the evidence of data as needed for model selec-
tion. On the other hand, while recent algorithms in supervised learning compute such
information, they lack computational efficiency as, for instance, in Gaussian process re-
gression or support vector learning.

This chapter presents algorithms that are specifically designed to perform Bayesian

model selection when operating on high-dimensional data in underconstrained situations,

104



Uy

Figure 4.1: Graphical model for linear regression. Note the fan-in, which causes the
estimates of the individual regression coefficients b,,, to become coupled in the posterior.

while maintaining the computational efficiency and robustness of more traditional statis-
tical techniques. Section 4.1 reviews traditional regression techniques that are designed
to operate on high-dimensional data. In particular, we review the well-known statistical
regression technique of backfitting, and highlight its efficacy as a robust and efficient fam-
ily of supervised learning algorithms. Section 4.2 also reviews some valuable methods for
speeding up statistical computation by structuring data and partial statistics that make
lookup extremely efficient. In section 4.3 we provide a novel probabilistic derivation of
backfitting within the framework of the EM algorithm. This in turn allows us to generalize
this algorithm within the Bayesian framework and perform sophisticated model selection
through the paradigm of evidence maximization. Finally we show that the framework
of sparse Bayesian learning (Tipping 2001) can be derived as a special case of Bayesian

backfitting, and can benefit significantly from its robustness and scalability.
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4.1 Computationally Tractable Linear Regression

We begin by examining the graphical model for linear regression as shown in figure 4.1,

which corresponds to the following generative model:

y=blx+e¢ (4.1)

where, for successive samples from this model, we assume the € are i.i.d. distributed
as € ~ Normal (¢;0,1,). Given a data set of observed tuples xp = {(x;, yl)}f\il our goal
T
is to estimate the optimal linear coefficients b = [51 by -+ b d] which combine the
input dimensions to produce the output y.
It is easy to see that under our current noise model, the optimal estimate of the

regression parameters (in a least-squares or maximum-likelihood sense) is given by:

bors = (X7X) ' XTy (4.2)

where X denotes a matrix whose rows contain the x; and y is a column vector con-
taining the corresponding y;. Equation (4.2) is also known as the ordinary least squares
(OLS) solution. From our discussion of inference in graphical models in chapter 2, we
know that the cost of inference depends crucially on the structure of the model. In par-
ticular a fan-in of the type observed from x to y in figure 4.1 couples all the regression
coefficients in the posterior inference (as the moralization step in section 2.2.1 revealed)
— a fact reflected in the need to evaluate the covariance matrix X7 X in equation (4.2).

With an increasing number of fan-in variables in the graphical model (or equivalently, an
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increasing input dimensionality d), evaluation of the solution in equation (4.2) becomes
increasingly computationally expensive (approximately O(d®)) and numerically brittle.
While one can attempt to reduce the complexity by efficient matrix inversion techniques
(Belsley, Kuh & Welsch 1980), solutions to this problem typically fall into one of two

categories:

1. Those that try to find a low-dimensional, full-rank representation of the data which

captures the salient information required to perform the regression.

2. Those that deal with the complete dimensionality, but structure computations as ef-
ficiently and robustly as possible (for example, by performing successive inexpensive

univariate regressions).

Sections 4.1.1 and 4.1.2 discuss some of the more popular methods that are represen-

tative of these two classes.

4.1.1 Dimensionality Reduction for Regression

Often the information relevant to predicting the output y can be localized to a low-
dimensional manifold within the domain of x. The methods discussed in this section rely
on the assumption that by performing a dimensionality reduction on the input space, the
resulting lower dimensional manifold captures sufficient information to accurately predict

the output.
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4.1.1.1 Principal Component Regression

The underlying assumption of principal component regression (PCR) (Massey 1965) is
that the low-dimensional subspace which explains the most variance in the x also cap-
tures the most essential information required to predict y. Starting with the empirical

covariance matrix Xpcgr of the input data:

1
Ypcr = N_1 ;Xixz’ (4.3)
we compute its eigen-decomposition:
YpCRVi = Aivi (4.4)

where v; is each eigenvector, and \; the corresponding eigenvalue. By projecting

the input x onto the principal K eigenvectors (i.e., the eigenvectors with the largest

eigenvalues) in the columns of the projection matrix U = |y, v, Vi |» We can
compute the regression solution as follows:
-1
bper = (UTXTXU)  UTXTy (4.5)
Note that as a result of the projection onto the orthogonal eigenvectors vi,...,vg,

the matrix (UTX”XU) in equation (4.5) is diagonal, and hence trivial to invert —
the brunt of the computation having already been expended in the eigen-decomposition
step. Hence PCR essentially reduces the multivariate regression to a set of independent

univariate regressions along each of the orthogonal principal component directions.
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A serious drawback of PCR is that is based purely on variance in the input data
(Schaal, Vijayakumar & Atkeson 1998). The regression solution is therefore highly sen-
sitive to common preprocessing operations such as sphering, which modify the perceived
variance of each input dimension. Hence, low-variance input dimensions which are nev-
ertheless important predictors of the output may be discarded in favor of high-variance,

T
but irrelevant dimensions. If however, we operate on the joint space z = [XT y} of
the data we can take the output into consideration when determining the appropriate

lower-dimensional manifold.

4.1.1.2 Joint-Space Factor Analysis for Regression

Factor analysis (FA) (Everitt 1984, Ghahramani & Hinton 1997) is a density estimation
technique which assumes that the observed data z is generated from a lower dimensional

process characterized by K latent or hidden variables v as follows:

z;, = Wv; + ¢; where 1 <i < N (4.6)

If we assume that the latent variables are independently distributed as:

v; ~ Normal (v;;0,I)

€; ~ Normal (€;;0, ¥)
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then the factor loadings W, and the diagonal noise variance matrix W can be easily
estimated using EM (Ghahramani & Hinton 1997), or Bayesian (Ghahramani & Beal

2000) techniques. In joint-space factor analysis for regression (JFR), we define:

z = and W = and W= (4.7)
) Wy o” wy

Once we estimate W and W for the joint data space of z, we can condition y on x,

and marginalize out the latent variables v to obtain:

(ylx) = W, (T+WIw'W,)" Wliw, x (4.8)
b?FR
or equivalently:
byrr = Ui "W, (1+ WIw'w,)™ W, (4.9)

Note that the required matrix inversion of (I +Wiw 1Wx) is of the order of the la-
tent dimensionality K, which makes this method computationally attractive for problems

in which the underlying latent variable manifold is known to be relatively low dimensional

(i.e. K < d).
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4.1.1.3 Joint-Space Principal Component Regression

Tipping & Bishop (1999) show the relationship between probabilistic versions of factor
analysis and principal component analysis. In particular they show that Factor Anal-
ysis reduces to PCA under the assumption of isotropic output noise (i.e. ¥ = o2I).

Importantly, they demonstrate that the maximum likelihood solution for W satisfies:

W =U(A - *)'/?R (4.10)

where (as before), U is a d x K matrix of principal eigenvectors, A is the diagonal
matrix of corresponding eigenvalues, and R is an arbitrary rotation matrix. Given this
result, we can simplify the regression solution for JFR in equation (4.8), and derive the
following joint-space principal component regression (JPCR) solution:

Ul (4.11)

Y

Ulu
bjpcr = Ux [I— vy ]

U, U7 —1

Note that since Uy is a 1 x K row vector, the matrix inversion in equation (4.11)

reduces to a scalar division.

4.1.1.4 Kernel Dimensionality Reduction for Regression

Recently, Fukumizu et al. (2004) have suggested the following method to achieve dimen-
sionality reduction for regression. Assume that [U V] is the d-dimensional orthogonal
matrix, where U spans the subspace of x “relevant” to predicting y, and V spans the

orthogonal “irrelevant” subspace.
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If we define xp = UTx and X\R = VTx, then kernel dimensionality reduction seeks
to find the subspace which minimizes I(y|xr,x\r|Xr), where I(x1,22) denotes mutual
information defined by:

(z1,22)

= X1, (0] p— X1ax
I(zq,x2) —//p( 1,2)1 gp(xl)p(xg)d 1dxo

This concept is extended to the more general case of reproducing kernel Hilbert spaces
on the domains of y, xg, and x\ g endowed with Gaussian kernels.

It should be stressed that as with the other methods described in this section, kernel
dimensionality reduction requires that the latent dimensionality K be a known quantity.
In general however, unless explicit meta-level knowledge of the data can be brought to
bear, the estimation of this quantity requires expensive cross-validation to avoid overfit-

ting.

4.1.2 Efficient Decomposition Methods for Regression

Instead of seeking a low-dimensional version of the problem, the methods described in
this section seek to structure the computation in such a way that the problem is de-
composed into computationally efficient sub-problems. For example, by decomposing the
multivariate regression problem into successive univariate regressions, one can create ro-
bust, iterative methods which do not suffer from the difficulties of matrix inversion for

underconstrained data sets.

4.1.2.1 Partial Least Squares Regression
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1: Initialize: Xres = X, Yies =Y

2: for k=1 to K do //K < d where d is maz. input dimensionality
3 Vi — XieYres //correlation direction
4 sk XresVi //project input
51 B — St Yres/ (St sk) //univariate regression
6: Yres < Yres — OkSk //compute residual output
7. Xies — Xyes — S;Pt where py = X1 sp./ (s7 sy //compute residual input
8: end for

Algorithm 3: Partial Least Squares Regression

In section 4.1.1.1, we noted that PCR projected the input data onto a particular set
of directions — the principal eigenvectors. This choice resulted in perfect decorrelation of
the projected components, and hence the coefficients of optimal regression vector bpcg
fall out of inexpensive univariate regressions along each projection direction. Obtaining
the eigenvectors however, is an O(d®) operation, and it is here that PCR must expend
the bulk of its computation.

Partial least squares (PLS) regression (Wold 1975) is a technique which is extensively
used in high-dimensional and severely underconstrained domains such as chemometrics
(Frank & Friedman 1993). Rather than compute the covariance structure of the input
space, as is done in PCR, PLS iteratively chooses its projection directions vy (at the
kth iteration) according to the direction of maximum correlation between the (current
residual) input and the output. Computation of each projection direction is O(d) in
the dimensionality of the data, making PLS a highly efficient algorithm. As shown in
algorithm 3, successive iterations create orthogonal projection directions by removing
the component of the input data used in the last projection (c.f. steps 6 and 7). PLS
requires no expensive matrix inversion or eigen-decomposition and thus is well suited to

the very high-dimensional, yet severely underconstrained datasets in applications such as
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near infra-red (NIR) spectrometry (Frank & Friedman 1993) and humanoid robot control
(Vijayakumar et al. 2000).

The number of projection directions found by PLS is only bound by the dimension-
ality of the data, with each univariate regression on successive projection components
further serving to reduce the residual error. Using all d projections is equivalent to per-
forming OLS regression. Hence to avoid overfitting, the algorithm is typically stopped
after K projection components are found, where K is determined empirically using cross-
validation. It can be shown that if the distribution of the input data is spherical (i.e.
has covariance structure o2I), then PLS only requires a single projection to optimally
reconstruct the output. Note that steps 6 and 7 of algorithm 3 choose the reduced input
data X,.s in such a way that the resulting data vectors have minimal norms, and thus

push the distribution of X,.s; to become more spherical.

4.1.2.2 Backfitting

1 Init: X =[x1...xn5]1,y = [yl . .yN]T s Gmai = 9m (Xi;0m), 8m = [gma1 - - - gm.N] T

2: repeat

3: form=1toddo

4 T <Y = D ptm 8k //compute partial residual (fake target)
5: O, — argming  (gm — rm)2 //optimize to fit partial residual
6: end for

7: until convergence of 6,,

Algorithm 4: Backfitting

Backfitting (Hastie & Tibshirani 1990) is another very general framework for esti-
mating additive models of the form y(x) = 3% _| g,,(x; ), where the functions g,,, are
adjustable basis functions (e.g. splines), parameterized by 6,,. As shown in algorithm 4,
backfitting decomposes the statistical estimation problem into d individual estimation
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problems by creating “fake supervised targets” for each function g,,. At the cost of an
iterative procedure, this strategy effectively reduces the computational complexity of fan-
ins, and allows easier numerical robustness control since no matrix inversion is involved.

For all its computational attractiveness, backfitting presents two serious drawbacks.
Firstly, there is no guarantee that the iterative procedure outlined in algorithm 4 will
converge as this is heavily dependent on the nature of the functions g,,. Secondly, the
updates have no probabilistic interpretation, making backfitting difficult to insert into the
current framework of statistical learning which emphasizes confidence measures, model
selection, and predictive distributions. It should be mentioned that a Bayesian version
of backfitting has been proposed in (Hastie & Tibshirani 2000). This algorithm however,
relies on Gibbs sampling, which is more applicable when dealing with the non-parametric
spline models discussed there, and is quite useful when one wishes to generate samples
from the posterior additive model.

In practice, a large class of methods can be traced to have algorithmic underpinnings
similar to those of backfitting. For example, in the case of linear regression (X7 Xb =

XTy), Gauss-Seidel /Jacobi updates are a natural specialization of the general backfitting

algorithm:
partial residual
d
N
Sicy [ wi— ) brwin | win
k#
b = — (4.12)
2lim1 T
T
where x,, = [$1m me} , i.e. the vector of mth dimension entries, while X

denotes the data matrix with the mth dimension removed, and b, denotes the regression
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coefficient vector with the mth coefficient removed. The well-known cascade-correlation
neural network architecture (Fahlman & Lebiere 1990) can also be seen to have similar
algorithmic underpinnings; the addition of each new hidden unit can be considered to
be the tuning of an additional basis function in the sequence, with the previous basis

functions being locked to their previously tuned forms.

4.2 Data Structures for Fast Statistics

Significant computational gains can be achieved by using smarter data structures to
organize the information required for statistical analysis. Examples of these include KD-
trees and ball-trees (Friedman et al. 1977, Gray & Moore 2001, Omohundro 1991), which
allow caching of sufficient statistics over recursively smaller regions of the data space, and
AD-trees (Moore & Lee 1998, Komarek & Moore 2000) which speed up computations
involving conjunctive queries and “counting” statistics.

KD-trees (Friedman et al. 1977) are data structures which partition the input space
into hyper-rectangular regions. The root node contains the bounding box of the entire
data set, and each non-leaf node has two children which partition the parents space by
splitting the bounding box along its longest dimension (see figure 4.2). Splitting stops
when the bounding boxes reach a certain minimum size, or when the number of points in
a box reaches a minimum value. The key computational saving results from annotating
each node of the tree with specific statistics about the data in the partition of space

rooted at that node. For example, caching the bounding box of the data in each node
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Figure 4.2: This figure shows the bounding boxes of the data stored at level 2 and level 4
nodes of a KD-tree. The tree is created by recursively splitting the hyper-rectangles along
the median of longest dimension of the enclosed data. Bounding box information (as well
as other statistics) are cached at each node and help speed up querying the structure.

allows eliminating a significant number of explicit comparisons when answering nearest-
neighbor queries. In this way, for each query, only a fraction of the leaves in the tree are
visited resulting in sub-linear computational complexity for most operations that typically
require at least linear time.

A similar computational saving is achievable for kernel density estimation if we are
willing to sacrifice a small amount of accuracy. Given the bounding boxes of the nodes
in the KD-tree, we can bound the minimum and maximum value of the kernel function
(assuming a monotonically decreasing function) within a hyper-rectangle. If the difference
between the minimum and maximum is less than a tolerance value €, we can skip the
evaluation of each query point within the node and approximate it by an average value.

This achieves significant savings when the query points are the data points themselves, as
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(a) Ball-tree (b) Triangle inequality

Figure 4.3: The left figure shows the nodes at root, first and second levels of a ball tree
(dotted, dashed and solid balls respectively). The right illustrates the triangle inequality
used to derive computationally efficient bounds on the distance between an arbitrary
query point and the points within a ball.

is frequently the case in settings where we evaluate the data on kernels that are centered
at the data points; so-called N-body problems (Gray & Moore 2001).

KD-trees suffer in higher dimensional spaces since as the dimensionality increases, one
observes that most of the volume is concentrated in a thin shell at the outer edges of the
space. Metric-trees and ball-trees (Omohundro 1991) are an alternative that are robust
to high-dimensional problems, and that do not necessarily require a Euclidean space, but
merely one in which the triangle inequality holds (Moore 2000). This property allows us
to derive simple yet computationally efficient bounds on the distances between a query

point q, and any point x belonging to a ball of radius r:

la—x[| <fa—cf+r
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la=x[|>la—c| -7

These distance bounds are then used in a manner similar to the bounding boxes of
KD-trees to reduce the number of comparisons required to be performed with the actual
data points.

AD-trees (Moore & Lee 1998) are an efficient representation for statistical methods
which rely on “counting” occurrences of records satisfying sets of conjunctive queries
over the record attributes. Traditional representation schemes for such data include
precomputing answers to each query, which are stored in so-called contingency tables.
This method is useful in creating probability tables for Bayes nets, and in conjunctive
rule learning algorithms such as decision tree learning. Potential uses for statistical ma-
chine translation are obvious when we use the popular TF-IDF (term-frequency, inverse-
document-frequency) representation of documents.

AD-trees allow the precomputed answers to queries which are available in contingency
tables to be stored in a fraction of the memory requirements. For data sets in which
records arrive incrementally or in which the initial cost of constructing the AD-tree is too

high, an incremental version is also possible (Komarek & Moore 2000).

4.3 A Probabilistic Derivation of Backfitting

Consider the graphical model shown in figure 4.4(a). This model generalizes our discussion

in section 4.1, such that the input “dimensions” of figure 4.1 are replaced by arbitrary
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(a) Graphical model for (b) Graphical model for Probabilistic Backfit-
Generalized Linear Regres- ting.

sion.

Figure 4.4: We modify the original graphical model for generalized linear regression by
inserting hidden variables z;,, in each branch of the fan-in. This modified model can be
solved using the EM framework to derive a probabilistic version of backfitting.

basis functions f,,,(x) of the input — a model commonly known as generalized linear
regression (GLR) (Hastie & Tibshirani 1990). Our goal remains the same: given a data
set xp = {(x, yi)}f\il, we wish to determine the most likely values of b, which linearly
combine the basis functions f,, to generate the output y.

We also noted in section 4.1.2.2, that the backfitting family of algorithms is an efficient
set of methods which, under the right circumstances, is extremely robust since it requires
no expensive matrix inversion, and thus avoids the numerical pitfalls therein. A drawback
of the backfitting procedure is that it does not stem from a generative probabilistic
model, which limits its application in current Bayesian machine learning frameworks. In

this section we will describe how a probabilistic version of backfitting can be derived by
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making a simple structural modification to the graphical model for standard generalized
linear regression. The statistical model corresponding to figure 4.4(a) can be written as

follows:

d
y|x ~ Normal (y; Z b frn (%5 0) aﬂ’g)

m=1

i.e., multiple predictors f,,(x;6,,) (where 1 < m < d) that are generated by an

adjustable non-linear transformation with parameters 6,, and that are fed linearly to
T

an output y by an inner product with a regression vector b = |:b1 by -+ b d] plus
additive noise e. As we mentioned in section 4.1, estimating b is an O(d®) task. A
simple modification of the graphical model of figure 4.4(a), however, enables us to create
the desired algorithmic decoupling of the predictor functions, and gives backfitting a
probabilistic interpretation. Consider the introduction of random variables z;,, as shown
in figure 4.4(b). These variables are analogous to the output of the g,, function of
algorithm 4, and can also be interpreted as an unknown fake target for each branch of the
regression fan-in. For the derivation of our algorithm, we assume the following conditional

distributions for each variable in the model:

yi|z; ~ Normal (yi; 17'z;, wy)
(4.13)

Zim |Xi ~ Normal (Zim§ bmfm (Xi), djzm)

where 1 = [1,1,..., 1]T. It needs to be emphasized that now, the regression coeffi-

cients b,, are behind the fan-in. With this modification in place, we are essentially in
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a situation where we wish to optimize the parameters ¢ = {{bm,wzm}fnzl ,z/zy}, given
that we have observed variables xp = {(xz,yz)}fvz , and that we have unobserved vari-
ables xy = {zz}fi , in our graphical model. This situation fits very naturally into the
framework of maximume-likelihood estimation via the EM algorithm discussed in section

2.2.2.

4.3.1 An EM Algorithm for Probabilistic Backfitting

Given our modified statistical model represented by the graphical model of figure 4.4(b),
we wish to estimate the parameters b, and (possibly) optimize the individual functions
fm(x;0p,) with respect to the parameters 6,,. This is easily formulated as an EM al-
gorithm, which maximizes the incomplete log likelihood Inp(xp;¢) which, from figure

4.4(a), can be expressed as:

N

N 1 2
Inp(xp; @) =Inp(y|X;b, ¥,,¢,) = 5 In, — 5 Z (yi — bTE(x;))" + const  (4.14)
=1

The EM algorithm however, operates by maximizing the expected complete log like-

lihood (Inp(xp,x3; @)), where:
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Inp(xp,x1; @) = Inp(y, Z|X; b, ¥y, 1,)

N
__N U 4T, )2
=5 In 1, 2%/;(% 1 zl)

d N 1 N 2

(4.15)

Using the procedure outlined in section 2.2.2, we can derive (see appendix B.4) the

following EM update equations:

M-Step : E-Step :
XN (im) fn (1) o1 [ % iy
bm - sz\il fm(Xi)Q 1 2:Zl — (mzl wzm 1 s mzl wzm
1 o T 2 T 2 1
wy = N Z (yz -1 <ZZ>) +1°3,1 Oom = wzm <1 - ngm)
i=1
1 & 2 2 1 T
i=1

where we define s = v, + 227;1 Y.m. In addition, the parameters 8, of each function

fm can be updated by setting:

N

Z (<sz> - bmfm (Xi§ em)) W =0 (4'16)
i=1 m
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and solving for 8,,,. As this step depends on the particular choice of f,,, e.g., splines,
kernel smoothers, parametric models, etc., we will not pursue it any further and just note
that any statistical approximation mechanism could be used.

Two items in the above EM algorithm are of special interest. First, all equations
in both the expectation and maximization steps are algorithmically O(d) where d is the
number of predictor functions f,,. Second, if we substitute the expression for (z;,,) in the

maximization equation for b,, we get the following update equation:

N d
1 Vo dim1 (yi —2 k=1 bl(cn)fk(xi)) Jm ()
b 1) — p(n) 4 5 . (4.17)
s > izt fm(xi)
Thus each EM cycle updates the mth regression coefficient by an amount proportional
to the correlation between the mth predictor and the residual error. Hence the residual

can be interpreted as forming a “fake target” for the mth branch of the fan-in. As the

next section shows, this enables us to place this algorithm in the context of backfitting.

4.3.2 Relating Traditional and Probabilistic Backfitting

To understand equation (4.17) as probabilistic backfitting, we note that backfitting can
be viewed as a formal Gauss-Seidel algorithm; an equivalence that becomes exact in
the special case of linear models (Hastie & Tibshirani 1990). For the linear system
FTFb = F'y, the Gauss-Seidel updates for the individual b, are:

S (90— i b1 0) ) Fn()

" Sl e
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Note that equation (4.18) — if used naively — only guarantees convergence for very
specially structured matrices. An extension to the Gauss-Seidel algorithm adds a fraction

(1 —w) of by, to the update and gives us the well-known relazation algorithms:

S (e = 8 b (x0)) Finx2)
S Fm(xi)?

b+ = (1 — w)b™ 4w (4.19)

which has improved convergence rates for over-relazation (1 < w < 2), or im-
proved stability for under-relazation (0 < w < 1). For w = 1, the standard Gauss-
Seidel /backfitting of equation (4.18) is recovered. The appropriate value of w which
allows the iterations to converge, while still maintaining a reasonable convergence rate
can only be determined by treating equation (4.18) as a discrete dynamical system, and
analyzing the eigenvalues of its system matrix — an O(d®) task. If however, we set
W = Wy = Ym/s in equation (4.19), it can be shown that (after some algebraic rear-
rangement,) we obtain exactly our EM update in equation (4.17), i.e., we indeed derive
a probabilistic version of backfitting.

It should be mentioned that a similar EM algorithm and model structure has been
proposed in the context of signal processing (Feder & Weinstein 1988), but we believe
this is the first time that the connection of this probabilistic derivation to the backfitting
algorithm has been demonstrated. As we will show in section 4.4, this allows us to
place this class of methods within a much wider framework of Bayesian model complexity

estimation.
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4.3.3 Convergence of Probabilistic Backfitting

In general, for any maximum likelihood problem, the EM algorithm guarantees monotonic
increase in the incomplete likelihood, but does not guarantee that the final solution is the

global maximum. This section tries to answer the following questions:

1. What is the point of convergence of the probabilistic backfitting EM algorithm?

2. Are there local maxima (globally suboptimal solutions) in its likelihood space?

The answers to both questions depend on the fact that the incomplete likelihood
(or marginalized complete likelihood) function for linear regression in equation (4.14)
has a (possibly non-unique, but convex) global maximum corresponding to the OLS
solution of equation 4.2, but no local maxima. Could the introduction of the hidden
variables and additional parameters in equation (4.15) introduce local maxima in the
likelihood landscape? Note that for examining convergence properties, we only focus on
the estimation of the parameters ¢ = [b, %1, ...,%.4,1|T, as the functions f,, cannot
be treated in general without knowing their structure. We start with the assumption that

we have reached a stationary point ¢* in the EM algorithm, which implies:

9 (Inp(y, Z1X; ¢))
¢ oo

=0 (4.20)

Using Jensen’s inequality, it is easy to show that for an arbitrary distribution Q(Z)

over the hidden variables:

Inp(y|X; @) = (Inp(y, Z|X; @) gz) + HIQ(Z)] = F(Q, ¢) (4.21)

126



where H [] denotes entropy. EM performs a coordinate ascent; alternately maximizing
F wrt. @ (in the E-step) and ¢ (in the M-step). Differentiating F(Q, ¢) w.r.t. ¢ at
the stationary point ¢, and noting that the entropy term H [Q(Z)] is independent of ¢,

gives:

OF(Q, ¢) o (Inp(y,Z|X; ¢)) —0 (4.22)

0 lp—gr ¢ o=0"

Note however, that the preceding E-step sets Q(Z) to the true posterior distribu-
tion p(Zly,X;¢*) which raises the lower bound in equation (4.21) to an equality —
ie. Inp(y|X;¢) =F(Q,¢p) — from which it follows that:

Impy|Xsd)| _ 0F(Q. )| _, (4.23)

0o =" 0o ="

i.e. we have reached a maximum in the incomplete likelihood as well. Given that the
incomplete log likelihood In p(y|X; ¢) in equation (4.14) has only a global maximum (i.e.,
the OLS solution), reaching the stationary point of equation (4.20) in our EM algorithm
for probabilistic backfitting must correspond to finding the OLS solution. Therefore,

probabilistic backfitting is indeed performing true linear regression with a global optimum.

4.4 Bayesian Backfitting

Having a probabilistic interpretation of backfitting, allows us to use a Bayesian framework

to regularize its OLS solution against overfitting. We achieve this by placing a prior
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(a) Graphical model for backfitting with (b) Resulting marginal prior over b

shrinkage prior
Figure 4.5: By associating a single Gamma distributed precision with the regression
vector, we create a marginal prior over b that favors minimum-norm solutions, similar to
shrinkage methods such as ridge regression.

distribution over the regression coefficients b. As the following two sections demonstrate,

our choice of prior structure results in two different, yet important forms of regularization.

4.4.1 Regularizing the Regression Vector Length

The graphical model for our first form of Bayesian prior is shown in figure 4.5(a). A
Gaussian prior is placed over the regression coefficient vector b such that the variance of
this prior is controlled by a single precision parameter «. Our uncertainty in the value of

this prior precision is in turn represented by a broad Gamma distribution over a.
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b|a ~ Normal (b; 0,I/c)
(4.24)

a ~ Gamma (@ aq, by)

Our choice of Gamma prior is motivated by two reasons. Being a scale parameter,
an uninformative distribution over o must be uniform over a log scale (corresponding
to Jeffrey’s prior) (Gelman et al. 1995, Jeffreys 1946), a requirement that is met by the
appropriate choice of Gamma distribution parameters (aq, b, — 0). Also, the Gamma
distribution is analytically convenient, being a conjugate distribution for the Gaussian
precision. As the graphical model in figure 4.5(a) shows, our set of unobserved random
variables in the model is now xy = {b7 a, {zl}i\i 1}, and we are especially interested in
obtaining posterior distributions over the variables b and «. The joint probability over

this model extends that in equation (4.15) as follows:

Inp(xp,xy; @) =Inp(y,Z,b, | X; ¥,, Yy, an, ba)

N
__ N b T N2
- 2ln¢y 21/1;/;('% lzz)

d N

N 1 )
_ m§:1 ) Inzm + W ; (zim — bm fm (X5 0m)) (4.25)
d
d a )
+ §lna — EmE_lbm

+ (aa — 1) Ina — boo + consty,, x,,
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While the log joint posterior lnp(xy|xp; ) is readily available (up to a constant
additive term) from (4.25), the extraction of marginal probabilities of interest such as
p(b|xp; @) is analytically intractable. We therefore use a factorial variational approxi-
mation to the true posterior, in which we assume that the posterior distribution factor-
izes'over the variables of interest, i.e. we restrict ourselves to a family of distributions of
the form Q(Z,b,a) = Q(Z)Q(b)Q(«) (Ghahramani & Beal 2000, Parisi 1988, Rustagi

1976). We can again use the methodology developed in chapter 2 to derive (see appendix

B.5.1) the following updates to the individual posterior distributions:

Q(a) = Gamma (a; Qe l;a>

d
Q(b) = H Normal (b; 15,07,

m=1
da = Qg + 5
T
Ba - ba + <b b>
2
1 N
T, = (w > fm(xi)? + <a>)
S
1 N
Hb,, = O'gm (w Z (2im) fm(xz)>
M =1

The form of the Q(Z) distribution updates remains identical to that derived in sec-
tion 4.3.1 with the exception that the parameters b, are replaced with the expectations

(bm), so we shall not repeat them here. However, substituting the expressions for (z;m,)

!This particular factorization causes the marginal posterior of b to be a Gaussian. An alternative
(also analytically tractable) formulation Q(Z, b, o) = Q(Z)Q(b, «) is also possible in which the resulting
marginal for b is a student-t distribution.
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in the update equations for the distribution of Q(b) gives us the following update for the

regression coefficients:

N 2
b, )M+ = i1 fm(Xi) ) b, )™
< > (foil fm(xi)2 + wzm <Oé> < >

Yo Lo (yl = e ()™ fk(Xz')) fn (%)

i (S )2+ ()

(4.26)

Comparing this solution with the result derived for probabilistic backfitting in equa-
tion (4.17), we see that in absence of correlation between the residual error, and the k-th
predictor fi(x), the first term of equation (4.26) automatically decays the corresponding
regression coefficient to zero. This is similar in effect to shrinkage methods such as ridge
regression.

Note however, that the structure of the marginal prior over the regression coefficients b
in figure 4.5(b) suggests that solutions closer to the origin are favored. In fact, sharing the
common precision variable « across all the regression coefficients results in a regularized
solution which minimizes the norm ||b||? of the entire regression vector, which is in fact
identical to a ridge regression solution with a single ridge parameter. In our formulation
however, the estimation of the “correct” value of the ridge parameter is implicitly inferred
without the need for traditionally expensive cross-validation techniques.

This form of regularization is particularly useful when there are groups of inputs

supplying redundant information (for robustness across sensors, for example), since the
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Figure 4.6: By associating an individual Gamma distributed precision with each regres-
sion coeflicient, we create a marginal prior over b that favors sparse solutions which lie
along the (hyper)-spines of the distribution.

regression solution tends to distribute the responsibility for the output inference over all

relevant input dimensions.

4.4.2 Regularizing the Number of Relevant Inputs

Modifying figure 4.5(a) slightly, we now place individual precision variables «,, over each
of the regression parameters b,,, resulting in figure 4.6(a). This model structure can be

captured by the following set of prior distributions:

d
b|a ~ H Normal (by,;0,1/a;,)
m=1
- (4.27)
o~ H Gamma (o] aq, ba)

m=1
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As the graphical model in figure 4.6(a) shows, our set of unobserved variables in the
model is now xy; = {b, «, {zz}f\; 1 }, and the modified likelihood function can be rewritten

as follows:

lnp(XD7XH; ¢) = hlp(}’v Za bu OC|X7 ‘I,za wyv aon ba)

d N R 2
— Z [? In wzm + 21/}7 Z (sz - bmfm(xi; 0m)> (428)

m=1 i=1
d d «
+3 [man - 52
m=1
d
+ Z [(aa — 1 Inay,, — baam] + constyp xqy
m=1

Proceeding as before in section 4.4.1, we can derive the following iterative updates to

the distributions of Q(b) and Q(«):

Qo) = ﬁ Gamma (am;dm(}gm))

m=1

d
Q(b) = H Normal (by,; ubm,agm)

m=1
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2 1 <
Hbo = Ty, | > (zim) fn(xi)

i=1

Deriving our update equation for the mean of the regression coefficients as we did in

equation (4.26), we get:

Zi]\il fm(xi)2 + wzm
o i1 (3= o (80 5129 Finc)
§ (Zz]il fm(xi)2 + Yem <am>)

(b)Y = ( Yo Fn(x:)? " )) (b)) ™

+ (4.29)

This solution is almost identical to that of equation (4.26), except that because of
the individual precision variables, the regularization of the regression solution occurs
over the magnitude of each regression coefficient, rather than the overall norm. This
results in a regression solution that minimizes the number of relevant inputs required
to accurately predict the output, much like the automatic relevance detection (ARD)
framework in neural networks (Neal 1994). This is also intuitively apparent from the
marginal prior over b shown in figure 4.6(b), which favors sparse solutions which lie
along the (hyper-)spines of the distribution.

While the regularization discussed in the previous section is useful in situations where
there exists redundant information, this form of regularization is desirable when the input
contains information that is irrelevant to predicting the output.

Note that the graphical models of figures 4.5(a) and 4.6(a) are two extremes in a

spectrum of regularization options. One can certainly conceive of models in which groups
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Figure 4.7: We can relax the assumption of factorization Q(b)Q(c) between the regres-
sion coefficients and their precision variables, by modifying the graphical models as shown
in this figure. The marginal posterior distribution over the regression coefficients b can
now be analytically derived as a Student t-distribution.

of regression coefficients are placed under the control of individual precision parameters.
This situation may make sense, for example, when we have groups of redundant sensors
providing input. It allows an irrelevant signal (set of sensors) to be eliminated if it does
not contribute to the output, but at the same time, a relevant set exploits the redundancy

of information within its group to provide a more robust input signal.

4.4.3 Alternative Posterior Factorization

In sections 4.4.1 and 4.4.2, we made the assumption that the posterior distribution fac-
torized over the regression coefficients b,, and their precisions « (or o, in section 4.4.2).
We can relax this assumption, if we make a small modification to the graphical model to

retain analytical tractability. Figure 4.7(a) shows the alternative model corresponding to
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the one described in section 4.4.1, which can be described by the following conditional

distributions:

yi|z; ~ Normal (yi; 17'z;, ¢y)
Zim |bm, 0, Ti ~ Normal (Zim,; b Tim, Yem /)

(4.30)
b|a ~ Normal (b;0,1/«)

a ~ Gamma (@; aq, by)

The dependency of z;,, on the precision a may seem unnecessary, but Gelman et al.
(1995) provide a justification: It is reasonable to assume that the variance in z;, scales
with the variance in b, since increasing our uncertainty in the prior value of b,, should
imply a corresponding increase in the uncertainty of z;, as well. In this case, we will
obtain a joint posterior distribution Q(b, ) which is then marginalized to get the indi-
vidual distributions Q(b) and Q(«). The derivation (see appendix B.5.2) proceeds in a
manner similar to that described in the previous sections. The crucial difference is that
the marginal distribution over b is now a product of Student-t distributions instead of
the Gaussian distributions of sections 4.4.1 and 4.4.2. The following equations summarize

the marginal posteriors for the graphical model of figure 4.7(a):

Q(a) = Gamma (a; Qs (A)a)

d
Q(b) = H ty (bm;ubmaUQ)

m=1
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i=1 =1

v = 24,

N N
- (Z fm(xz)2 + wzm> <Z <Zlm> fm(xl))

i=1 i=1

-1
Ul?m = a¢zm <Z fm Xz + wzm>

For the case of individual precision variables «,, shown in figure 4.7(b), we have the

following updates:

d

Qla) = H Gamma, (am;da’[;gm))

m=1

H ty, ma,UJbTm )

da:aa—l—E

A N
i = 2% {Z

(owren) (G

i=1

N - N
= (Z fm(xi)2 +¢zm> (Z Zim fm X5 )
=1

=1

B (& B
Ugm = dw (Z fm(Xi)2 + wzm>

a i=1
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Figure 4.8: The left panel shows the logistic function (solid thick line), and two approx-
imations with the variational parameters set to & = 3 (dashed line), and £ = 7 (solid
thin line). The points of tangency between the true function and the approximation are
circled. The center panel shows the same plots on a log scale, while the right panel shows
the classification solution to a toy problem.

This approximation can be used in conjunction with a distribution over the noise
parameter v, to derive a form of robust regression which is less sensitive to outliers
than our original formulation, in which the predictive distribution over the output is a

Gaussian.

4.4.4 Extension to Classification

The probabilistic backfitting EM algorithm that was developed in section 4.3.1 can be
adapted to handle categorical outputs y; € {—1,+1} by simply changing the target
conditional distribution p(y;|z;) in equation (4.13) to a Bernoulli distribution via the
sigmoid link function g(z) = (1 + exp(—x))fl. In this case, the conditional distribution

can be expressed as:

1
1+ exp(—y;17z;

p(yilzi) = 7= 9(yi1"z;)
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Since this renders the posterior intractable due to non-conjugacy with p(z;|x;), we
follow (Jaakkola & Jordan 2000) and introduce an additional lower bound using the

inequality:

9(@) > g(¢) exp {”” S o) (2 - 52)}

where p(§) = tan(£/2)/4¢, and & is the variational parameter for the family of lower
bounds to g(z) (see figure 4.8). Hence we can lower bound the likelihood p(y;|z;) by the

parameterized version p(y;|z;, ;) as follows:

p(yilzi) = g(yil" z;)

> p(yilzi; &)

yil"zi — &

= g(&) exp { 5

(&) (27117 2; — 5?)} (4.31)

Note that this form still is an exponent of a quadratic in z; which retains conjugacy
with p(z;|b;x;), and allows us to proceed with our EM derivation as before, with the
additional step that we must optimize the &; parameters. We again start by writing out
the log complete likelihood, which is the joint distribution over the known and unknown

variables xp and x7; in the model:
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lnp XD, XH; P Z np y|z )+ Z Z Inp sz’XZa mﬂpzm)

i=1 i=1 m=1
N N d
> Z (y|zugz + Z Z lnp sz’Xu mvwzm)
i=1 i=1 m=1
N 1T (7. _ €.
=3 [maten + LEIE i) (17 (a1 - )
i=1
d I 1 X
_ Z [5 In ., + G- Z (Zim — b fm (Xi; Hm))2 -+ const
m=1 A =1
(4.32)

As it turns out, the additional approximation only affects the E-step equations which

are summarized as follows:

E-Step :
d d
m=1 m=1
2¢(&)
zzm wzm < s; >

<Zim> = bmfm(xz) + w;m <_ - 290 gz Z bmfm X )

where s; = 1 + 2¢(&)17W,1. The estimation of each &; can be done by differentiating

the expected log likelihood w.r.t. each &;:

AT (N _ ¢.
- 01 = 2 |ing(6) + 2228 o) (17 (mal) 1 - ) + conste
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=1-g(&) — % +2&ip(&:) —&g(;i) (1" (ziz] )1 - &)

~~

=0

Hence the likelihood is maximized by solving the following:

0p(&
O (07 (aial )1 - ) =0

which has solutions at 0p(&;)/0¢ = 0 and at & = 17 (z;z] ) 1. One can show that
the solution dp(§;)/0¢ = 0 occurs for the value & = 0, and actually corresponds to a
minimum rather than a maximum of the expected log likelihood. Hence we have the
admissible solutions for &; being:

Ei =4,/17 <ZiZT> 1

i

The sign of & can be chosen arbitrarily, since the likelihood is an even function of &;,
i.e. both solutions result in the likelihood taking the same maximal value (c.f. figure 4.8).
Importantly, the O(d) complexity of all update equations is preserved even in the exten-
sion to categorical output data, making backfitting for classification an equally robust

and efficient tool as its regression counterpart.

4.4.4.1 Bayesian Backfitting for Classification

Given that the functional approximation of equation (4.31) allows us to retain the con-

jugacy necessary for an analytical treatment, the Bayesian extensions of section 4.4 are
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straightforward to apply to our classification model. For the case in which we have a com-
mon shared precision parameter « across all regression parameters (c.f. section 4.4.1), the

b, variables still have a posterior Gaussian with the mean update as follows:

N 2
b, )+ = 2 izt fm(Xi) ) b))
o) (Ziil Fr(x2)2 + Yz (@) bre)

Yo T4 L (% = 20600 60x2)) finx)

’ (Z@]\Ll fm(%i)? + Yom <0‘>>

For the case in which we have an individual precision parameter «,, over each regres-
sion parameter (c.f. section 4.4.2), the b,, variables again have a posterior Gaussian with

the mean update as follows:

N 2
by, ) () = > i1 Sm(Xi) ) b,y
< > (Zi\il fm(xi)2 + ¢zm <am> < >

Yo S0 L (3% = 2060 0) " 60x0)) fin(x)

: () Fn(o6)? + 2 ()

4.4.5 Efficient Sparse Bayesian Learning and RVMs

The relevance vector machine was introduced by Tipping (2000) as an alternative to the
popular support vector regression (SVR) method. The RVM operates in a framework

similar to generalized linear regression, but uses the following generative model:

N
y(x;b) =Y bik(x,%;) + € (4.33)
=1
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where k(x,x;) is a bivariate kernel function centered on each of the N training data
T

points x;, and b = [51 bN} is a vector of regression coefficients. As in support

vector regression (SVR) (Schélkopf & Smola 2000), the goal of the RVM is to accurately

predict the target function, while retaining as few basis functions as possible in the linear

combination. This is achieved through the framework of sparse Bayesian learning and

the introduction of prior distributions over the precisions «; of each element of b:

N
p(b,a) = HNormal (b3 0, a;l) Gamma (o aq, ba) (4.34)

i=1
This prior structure is identical to that used in section 4.4.2, and allows us to cast the
framework of sparse Bayesian learning in terms of Bayesian backfitting. Until now, we
have chosen not to comment on the nature of the basis functions f,,(x) in our model. Let

us now switch to the RVM framework in which we create IV basis functions by centering

a bivariate kernel function k(x,x’) on each individual data point. This implies:

fm () = k(%) for 1 <m <d

and where we now have d = N. Notice that this transformation makes the RVM model
exactly equivalent to the backfitting model of figure 4.6(a), with the notable difference
that backfitting allows a significant advantage over the standard RVM in computational
complexity. Note however, that while the computational complexity of a backfitting
update is linear in the dimensionality of the problem, it is also linear in the number of
data points i.e. O(Nd). When cast into the RVM framework, setting d = N makes this

complexity O(N?). In particular we would like to stress the following:
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e At each update of the a,, hyperparameters, the RVM requires an O(N?) Cholesky
decomposition to re-estimate the regression parameters, while discarding the es-
timate at the previous iteration. In the backfitting-RVM however, the existing
estimate of the regression parameters provides a good starting estimate, allowing
the update to complete in just a handful of O(N?) iterations (~ 10 iterations were
sufficient in our simulations). The saving in computation is especially evident when
the number of data points (and hence the effective dimensionality) is large, and in

situations where the hyperparameters require many updates before convergence.

e In the initial computations within the graphical model, it seems wasteful to spend
large amounts of computation on estimating parameters accurately, when surround-
ing parameters (and hyperparameters) have not converged. One can structure the
backfitting updates to work with partially converged estimates, such that the brunt
of computation is only expended to accurately estimate a variable when one is more

confident about the variables in its Markov blanket.

Figure 4.9 shows backfitting-RVM used to fit a toy data set generated using the 1-
dimensional sinc function sin(x)/x, as well as the popular “Banana” classification dataset

(Rétsch, Onoda & Miiller 2001) using the Gaussian kernel:

k(xi, z;) = exp {_)\ (zi — xj)2}

for A > 0. Even though backfitting-RVM is an order of magnitude faster than the
standard RVM, it suffers no penalty in generalization error or its ability to sparsify the
set of basis functions. Note that Tipping (2001) proposes an optimization of the distance

144



1k * true + class 1
= approximated ol| x class2 .
+ training O relevant vectors -] cex «
0.8 O relevant . e

0.6

0.4

0.2

i 4
-0.2 +
*tr# © +++&
04 e
o 8 6 -4 -2 0 2 4 6 8 10
(a) Fitting the sinc function (b) Fitting the banana dataset

Figure 4.9: Fitting the sinc function using backfitting-RVM.

metric A that is based on gradient ascent in the log likelihood. Such a gradient can also

be computed for backfitting as:

N N
O{lnp(y,Z|X b
j=1 "% i=1

where we have abbreviated k;; = k(x;,2;). Based on our experience however, we
would like to caution against unconstrained maximization of the likelihood, especially
over distance metrics. Instead, we would recommend the route taken in the Gaussian
process community, which is to treat these variables as hyperparameters, and place prior
distributions over them. Exact solutions being typically intractable, we can either opti-
mize them by using mazimum a posteriori estimates (MacKay 1999), or by Monte Carlo
techniques (Williams & Rasmussen 1996). Note that although a change in the distance
metric would require a re-evaluation of the kernel responses at each data point, such

computations can be speeded up significantly by the techniques reviewed in section 4.2.
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Other optimizations suggested (Tipping 2001, Tipping & Faul 2003) include pruning
the basis functions when their precision variables dictate that they are unneeded, as well
as adopting a greedy (but potentially suboptimal) strategy in which the algorithm starts
with a single basis function and adds candidates as necessary. We would like to emphasize
that our implementation of the backfitting-RVM performs neither of these optimizations,
although it is trivial to introduce them into our framework as well. Other variants of the
RVM exist including a sequential version (Vermaak et al. 2004) which relies on generalized

importance sampling to determine the number of kernels and their centers.

4.5 Bayesian Backfitting Experiments

We compare the use of partial least squares (PLS) and Bayesian backfitting as described
in section 4.4.2 to analyze the following real-world data set collected from neuroscience.
Our choice of PLS for comparison was motivated by the fact that this is a well-studied
algorithm that also has O(d) complexity, and is widely used on data sets in chemometrics
with similar properties. The data set consists of simultaneous recordings (2400 data
points) of firing-rate coded activity in 71 motor cortical neurons and the EMG of 11
muscles. The goal is to determine which neurons are responsible for the activity of each
muscle. The relationship between neural and muscle activity is assumed to be linear,
such that the basis functions in backfitting are simply a copy of the respective input
dimensions, i.e. f,(X) = Tp,.

A brute-force study (conducted by our research collaborators) painstakingly consid-

ered every possible combination of neurons (up to groups of 20 for computational reasons,
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Figure 4.10: The first graph shows the EMG signal predicted by Bayesian backfitting
(dark line) versus the original (light line). By pruning away unnecessary features, back-
fitting achieves significant noise reduction. Each row of the Hinton diagram shows the
matched (green) and missed (red) neurons between the backfitting results and the baseline
analysis.

i.e. even this reduced analysis required several weeks of computation on a 30-node cluster
computer), to determine the optimal neuron-muscle correlation as measured on various
validation sets. This study provided us with a baseline neuron-muscle correlation ma-
trix that we hoped to duplicate with PLS and Bayesian backfitting, although with much
reduced computational effort.

The results shown in Table 4.1 demonstrate two points:
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‘ Bayes. back. ‘ PLS | baseline

neuron match 93.6% 18% —
nMSE 0.8446 1.77 0.84

Table 4.1: Results on the neuron-muscle data set

e The relevant neurons found by Bayesian backfitting contained over 93% of the
neurons found by the baseline study, while PLS fails to find comparable correlations.
The neuron match in backfitting is easily inferred from the resulting magnitude of
the precision parameters «, while for PLS, the neuron match was inferred based on

the subspace spanned by the projections that PLS employed.

e The regression accuracy of Bayesian backfitting (as determined by 8-fold cross-
validation), is comparable to that of the baseline study, while PLS’ failure to find
the correct correlations causes it to have significantly higher generalization errors.
The analysis for both backfitting and PLS was carried out using the same validation

sets as those used for the baseline analysis.

The performance of Bayesian backfitting on this particularly difficult data set shows
that it is a viable alternative to traditional generalized linear regression tools. Even with
the additional Bayesian inference for ARD, it maintains its algorithmic efficiency since
no matrix inversion is required.

As an aside it is useful to note that Bayesian backfitting and PLS required of the
order of 8 hours of computation on a standard PC? (compared with several weeks on a

cluster for the brute-force study), and evaluated the contributions of all 71 neurons.

2Pentium IV class machine, 1.7GHz
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Figure 4.11: A comparison of the normalized mean squared error (nMSE) on several
benchmark regression data sets. Results are statistically significant with p < 0.05.

4.5.1 Backfitting RVM Evaluation

To evaluate the generalization ability of backfitting-RVM, we compared it to other state-
of-the art regression tools on the popular benchmark Boston housing and Abalone data
sets®. For each data set, a randomly selected 20% of the data set was used as test data
and the remainder for training.

Figure 4.11 shows the normalized mean squared errors on the test sets averaged over
100 experiments. The algorithms compared were the standard relevance vector machine
(RVM), support vector regression (SVR)*, SVR-Light, Gaussian process (GP) regres-
sion, locally weighted projection regression (LWPR) (Vijayakumar & Schaal 2000), and
our backfitting-RVM (bRVM). Both backfitting-RVM and its standard counterpart used

Gaussian kernels with distance metrics optimized by 5-fold cross-validation. The Gaussian

3Both available from the UCI repository
*RVM and SVR results adapted from (Tipping 2001)

149



Error rate on benchmark classification data

0.25 :
I RVM
I sVM
0.2}| (1 SVR-Light m—
[ IbRVM
0.15} -
01}t D[ ] .
0.05} -

Ripley Banana Diabetes

Figure 4.12: A comparison of the classification error rate (as a fraction of 1) on several
benchmark data sets. Results are statistically significant with p < 0.05.

process algorithm used an RBF kernel with automatic hyperparameter optimization. As
figure 4.11 shows, backfitting-RVM provides an extremely competitive solution in terms
of generalization ability when compared to other popular regression methods.

Figure 4.12 shows the classification accuracy of RVM, SVM, SVM-Lite and our bRVM
on some benchmark datasets. To aid in comparison, we trained and tested bRVM on
exactly the same data used in (Tipping 2001), with the distance metrics optimized as in
the regression case.

For the methods (RVM, SVM, SVM-Light and bRVM) that focus on a “sparsification”
of the set of basis functions, we compared the average number of basis functions retained
on each data set in the regression and classification benchmarks. Figure 4.13 shows the
average number of vectors retained in the final solution on these data sets. The RVM
and backfitting-RVM retain an order of magnitude fewer data points in the final solution

compared to support vector machine implementations.
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Figure 4.13: This graph compares the number of “relevant” vectors retained by the
original relvance vector machine, support vector machines/regression, and our backfitting
RVM. Note the log scale of the y-axis indicating that both versions of the RVM require
an order of magnitude fewer retained vectors than support vector machines.

| | RVM [ bRVM | SVM-Light | N [ d |

Sinc 18.71s | 6.24s 3.86s 100 1
Boston 372s 1558 231s 481 | 13
Abalone | 2767s 428s 387s 3341 | 10

Table 4.2: Relative computation time

The above experiments demonstrate that backfitting-RVM is a competitive regression
solution when compared to other current state-of-the-art statistical methods, both in its
generalization ability, and in its efficacy as a sparse Bayesian learning algorithm. However,
the main advantage of backfitting-RVM is apparent only when we examine its relative
computation time. Table 4.2 gives the average execution time (in seconds) required by the
RVM, the backfitting-RVM, and SVM-Light for convergence of their regression parameter
estimates (to 5 significant digits) on the sinc, Boston housing, and Abalone data sets.

The table also shows the number of training data points, and their dimensionality. While
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SVM-Light does better than the backfitting-RVM, we note that it retains significantly
more basis vectors in the final solution. In spite of this, backfitting-RVM is within the
same order of magnitude in computation time. Note that the number of O(N?) updates
to b per update cycle of the hyperparameters is very small (~ 10), since the solution
from the previous update cycle is a very good starting point for the iterations of the next
cycle. The results demonstrate that the backfitting-RVM can significantly gain from the

iterative nature of the Bayesian backfitting generalized linear regression procedure.
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Chapter 5

Conclusion

In the drive towards greater autonomy in intelligent systems, this dissertation contributes
theory and algorithms that seek to automate the model creation process by providing
a framework within which statistical model complexity is automatically derived in a
tractable and efficient manner. We tackled several particularly difficult problems of model
complexity estimation, for which to date, there have been no clear solutions which allow

general applicability in real-world applications.

5.1 Summary of Dissertation Contributions

In chapter 2 we reviewed inference in graphical models and derived the factorial variational
approximation as an extension to the popular EM algorithm. The factorial variational
approximation is related to the mean-field approximation which has been widely used
in statistical physics, and also has an interpretation as a message-passing or propagation
algorithm (Ghahramani & Beal 2001) similar to the junction tree method. The key as-
sumption is one of factorization in the posterior distribution over the unknown variables

in the model. When applied to graphical models which have conditional distributions
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within the conjugate-exponential family, one can derive update equations for the poste-
rior distributions over the hidden variables which are analytically tractable, and which
ensure a monotonic decrease of the KL divergence between the true joint posterior and
its factorial approximation. Non-conjugate distributions can be handled by deriving ad-
ditional bounds using the theory of convex duality (Wainwright & Jordan 2003). This
formulation formed the basis for the analytical update equations for models presented in
later chapters.

Chapter 3 introduced three novel analytical solutions to difficult model complexity
estimation problems. The first deals with the problem of estimating the complexity of
mixture models. We put forward the idea that the decision to grow model complexity can
be made efficiently by examining local decisions on whether to split existing components.
This reduces the problem to deriving a principled splitting criterion, for which we look at
the marginal likelihood comparison between the existing component, and a hypothetical
model which splits the component in two. A factorial variational approximation to the
marginal likelihood gives us analytically tractable update equations, such that maximiz-
ing the marginal likelihood automatically chooses the hypothesis that best models the
data. We demonstrated the efficacy of this procedure by analyzing a data set consisting
of human movement data, in order to determine the dimensionality of the underlying
manifold.

The second algorithm presented in chapter 3 dealt with the problem of estimating
the extent of the window of sufficient statistics that should be cached in online learning
scenarios. This is also a model complexity problem since a very small window can explain

larger parameter drifts in the model and hence more complex data sets. Getting this

154



complexity parameter right is crucial since having a window that is too large will respond
only sluggisly to rapid parameter changes, while having one that is too small will respond
to noise fluctuations and fail to generalize well. We suggest a solution that is based
on tracking the parameters of a drifting system using a Kalman filter. By using the
anti-causal information available (Kalman smoothing), we can create a formulation for
estimating the process noise variance, which relates to how quickly we believe the system
changes with time. We show that in conjunction with the Bayesian backfitting algorithm
presented in chapter 4, we can provide a principled online learning algorithm that has no
open parameters to tune, and yet tracks the drifting process well.

Our final exploration of analytical tractability tackled the problem of estimating dis-
tance metrics for locally weighted learning — a problem also known as supersmoothing.
This proves to be a particularly difficult problem in practice, since unlike the standard
probabilistic formulations like mixture-of-experts, we would like the individual compo-
nents to be non-competitive, in order to provide for a computationally efficient solution.
This goal is accomplished by treating the kernel weights probabilistically, which also leads
to interesting design questions about the kernel form such that analytical tractability is
retained. By using a bound derived from the theory of convex duality, we created a simple
and efficient procedure for estimating the width of the kernel, such that it adapts locally
to the data without overfitting or underfitting.

Our main contribution to computationally efficient algorithms was provided in chap-
ter 4, in which we examined the family of backfitting algorithms as a candidate for reduc-
ing the computational complexity of supervised learning problems by decomposing infer-

ence along individual features. Several efficient procedures such as cascade-correlation
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neural networks, and generalized Gauss-Seidel procedures can be shown to have algorith-
mic underpinnings that stem from the backfitting family of algorithms. Unfortunately,
until now, backfitting has been ignored by the larger machine learning community since
it does not have a probabilistic description. We therefore proposed the first probabilistic
derivation of this family of algorithms that stems from the EM optimization procedure,
and thus provides a natural analysis of its convergence properties. Moreover, given its
probabilistic derivation, we can extend the algorithm to incorporate more sophisticated
Bayesian inference such as automatic relevance detection.

The key advantage of Bayesian backfitting is its numerical robustness, since it re-
quires no matrix inversion. Empirically this also results in a computational saving since
updates to the distributions over the hyperparameters of the model do not require an
expensive matrix inversion step to recompute regression coefficients. Each EM step has
linear computational complexity in the number of dimensions d which results in an algo-
rithm which scales easily to high dimensional data sets. Extensions to classification and
categorical outputs is easily achieved using bounds derived from the principle of convex
duality. Another interesting consequence of the probabilistic derivation of backfitting is
that the framework of sparse Bayesian learning, and in particular, the relevance vector
machine can be derived with Bayesian backfitting at its core, thus allowing us to vastly

improve on its robustness and computational scalability.
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5.2 Opportunities for Further Research

While we hope that the algorithms presented in this dissertation are widely applicable
over a large range of data sets, they are not the last word on their respective topics.

The variational approximation techniques described in this dissertation all have their
roots in the theory of convex duality, allowing the derivation of several families of approxi-
mations including the factorial variational approximation, Bethe /Kikuchi approximations
and cluster variation techniques. While there exists some analysis of the free-energy be-
haviour of these approximations (Wainwright & Jordan 2003), there is still no clear inter-
pretaton of the implications each variant has on the outcome of the statistical analysis.
MacKay (2001) suggests an interesting interpretation of the update equations that result
from the variational analysis, and shows that when interpreted as a system of discrete-
time dynamical equations, the interaction between the observed data and the structure of
the conditional distributions can be interpreted as phase-transitions which move between
models of varying complexity. The exploration of these ideas and their relation to the
outcome of statistical analysis would be a topic of interesting further research.

The extension of Bayesian backfitting to classification, and the Bayesian supersmooth-
ing algorithm both used a functional variational approximation in addition to the bound
from the factorial approximation. Part of the criticism of variational methods that use
functional rather than factorial bounds, is that the choice of the appropriate transfor-
mation (and hence the family of lower bound functions) seems to be more of an art
than an established procedure. Also, unlike the factorial approximation in which we can

cleanly quantify the tightness of the bound in terms of a KL divergence, there is no such
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analysis for more general functional bounds. As we noted in our derivation of Bayesian
supersmoothing in section 3.3, when working outside the conjugate-exponential family,
we often need to make these additional functional variational approximations, and an au-
tomated procedure for deriving tight bounds is still elusive. The software system VIBES
(Variational Inference for Bayesian Networks) (Winn, Spiegelhalter & Bishop 2003) is
a popular tool for performing automated variational inference in Bayesian networks of
directed and undirected graphical models. While it can handle creating the appropriate
factorization in models which fall within the conjugate-exponential family, it cannot yet
handle the more general case of models that do not.

While our growing mixture model formulation works well in practice, it still suffers
from the curse of dimensionality when used in problems with more than a few hundred
dimensions. This primarily stems from the modeling of Wishart distributions over the
local covariance matrices of the mixture components. At present, the only viable solution
for very high-dimensional data seems to be to use local models which are axis-aligned,
thus reducing the problem to modeling only the diagonal elements of the covariance ma-
trices, which can be achieved easily with inverse Gamma distributions over each diagonal
component.

Our formulation of Bayesian forgetting factors tackles the problem of learning how
quickly to forget past data in online environments. It still however has the unfortunate
need to rely on a smoothing pass to correct an overestimate in the rate of process drift.
While we can reliably detect the window size of the Bayes filter in such situations, it
would be desirable if we could cache and recursively update sufficient statistics, instead

of keeping past data around for the duration of the window.
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As we mentioned in section 3.1.4, the use of semiparametric Bayesian methods for
mixture modeling growing within the machine learning community, and it would be in-
teresting to interpret several efficient learning algorithms such as locally weighted projec-
tion regression (LWPR) within this framework. At the moment its dependence on Gibbs
sampling restricts its application to relatively low-dimensional densities, but this should
not prove to be a problem when adapting to methods like LWPR and backfitting since
they decompose multivariate problems in to series of univariate ones, within which the
semiparametric approach would still be efficient. It would also be interesting to see if
this can be combined with the variational approach to deal with density functions that

do not conform to the conjugate-exponential family.
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Appendix A

Some Useful Results

A.1 Schur Complements

A B] then we can write the following Schur complements:

If we partition M = [C D

My =D-CA'B

Mp =A - BD!C
—Mp=C-DB'A if B! exists
—Mc=B-AC'D  if C! exists

This allows us to express the inverse of M as follows:

Mg MBl]

M= [ 21 Bt
Mg M,

Importantly if B and C are singular, then we can obtain Mgl and Mﬁl in terms of
benign inversions by using the property that MM ~! = I and MM = I to realize:

—1 -1
CMp' = DM
Mg'D = M;'B

These results prove highly useful when computing partial matrix inversions, such as
those required when conditioning multivariate Gaussian distributions.
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A.2 Some Important Expectations

Frequently we are required to compute the expectation (Inz) where x is distributed
according to a Beta (conjugate for Binomial probability), Dirichlet (conjugate for Multi-
nomial probability vector), Gamma (conjugate for Gaussian precision), or Wishart (con-
jugate for multivariate Gaussian precision). These are frequently expressed in terms of
the digamma function:

_ dln I'(x)

v =

r=a

where the Gamma function I'(z) is an interpolant to the factorial defined as:

I‘(:L'):/ @D exp(—t)dt
0

for > 0. For integer values of z, I'(z) = (x — 1)!

e To compute (Inzx) for x ~ Beta (z;a,b) consider:

I ((I + b) l,afl
T(a)T (D)
1

:Zl’

Beta (z;a,b) = (1—2)"!

a—1 ( )b—l

l1—2z

where:

Differentiating w.r.t. the parameter a we get:

d d (!
7 = _ a—1 1— b—1 d
da da J, 2 (1-x) v

= /1 (Inz)z* ' (1 —2)" " da
0
=Z (lnz)

Hence:

1d
Z da

=—InZ
dan

(Inx) =
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= di; (I'(a) +T(b) —T(a+ 1))

= ¢(a) —Y(a+b)

e The Dirichlet is a generalization of the beta distribution to a multinomial probability
vector x:

[L:T (u) '

A property of the Dirichlet distribution is that each component x; is marginally
distributed as:

r U A
Dirichlet (x;u) = L) H gt
i

x; ~ Beta | x;;u;, E Uj
J#i

Thus the result above for the Beta distribution allows us to infer that:
(Inz;) = Y(u;) — ¢ Zuj
J

e To compute (Inzx) for x ~ Gamma (x; a,b) consider:

b[l
Gamma (z; a,b) = ——2%"Y exp(—bz)

['(a)

_ L@

7 exp(—bx)

where:

I(e)
bo

= / 209 exp(—ba)da
0

7 =

Differentiating w.r.t. the parameter a we get:

d d o a—1)

%Z == 2@ exp(—ba)da
0
:/ (Inz)z Y exp(—ba)da
0
=Z (lnz)

Hence:
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1d
Z da
d

=—InZ
dan

d
= %(Inf(a) — alnb)
=1 (a) —Inbd

(Inz) =

e For a symmetric positive definite matrix X ~ Wishart, (X;S) we often require

(In|X][). Consider:

’8‘—1//2
v _ d v+1—i
ovd/2d(d—1)/4 Hl T ( +21 )

1 1
_ (v—d—1)/2 1 —1
7 |X] exp{ 5 Tr [S X]}

1
Wishart, (X;S) = X472 exp {—5 Tr [S7'X] }

where:

v — d v+1—i
_ ) d/Qﬂ.d(d 1)/4 Hz T ( +21 )
’8‘—V/2

- / X0 exp {—1 Tr [S71X] } dX
o 2

Differentiating w.r.t. the parameter v we get:

iZ d ‘X‘(V—d—l)/g exp {_% Tr [S_1X] } dX

dv :E le)
e 1
:/ (In |X]) |x| =41/ exp{—QTr [s—lx]}dx
(0]
= Z (In[X])
Hence:
1d
In|X[) ==-—2
n[x)) = 2
d
=—InZ
v "
d
d (vd d v+1—1 v
—E<71n2+ 1n7T+Zi:lnF< 5 >+§ln]S|>
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d ,
v+1—1 d 1
—Ei ¢(72 >—|—§ln2+§ln8\
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Appendix B

Derivations

B.1 Factorial Variational Approximation

Let us start with the lower bound derived in equation (2.4) of section 2.2.2. We know that
maximizing the lower bound implies maximizing the functional F(Q, ¢) over the space
of probability distributions Q(x7). Let us consider a simple example in which xy =
{x1, 9,3}, and furthermore assume that Q(xy) factors over the individual variables
z; as Q(xn) = Qi(z1)Q2(x2)Qs3(x3). The calculus of variations (see (Rustagi 1976)
for example,) allows us to derive a very elegant and general update mechanism for the
individual factored distributions in our variational approximation.

For the ease of notation, in the rest of this derivation we shall use the symbol @Q; to
denote @Q;(z;). Hence for our current example, the functional F (Q, ¢) is of the form:

F(@.9)= [ @00 1n%dmd:vzdx3 (B.1)

Maximizing F (Q, ¢) is actually a constrained maximization since we must ensure that
f Q(x7)dxy = 1. This constraint can be incorporated into the integrand by the use of
Lagrange multipliers. We therefore define a new function z(x3;) and derive a differential
constraint as follows:

000 = [ Qula!)Qalas) Qalaf o
Z2—Q1Q2Q3 =0 s.t. z(—o0) =0 and z(c0) =1 (B.2)

with the end point constraints being z(—o0) = 0 and z(c0) = 1. If we let g(Q1, Q2, Q3,X3)
represent the integrand in equation (B.1), then we can incorporate the differential con-
straint of equation (B.2) using the Lagrange multiplier A as folows:

(xp, X35 @)

9a(Q1, Q2, Q3,%x1(, 2, ) = Q1Q2Q3 In Q1Q2Q3

Using this constrained integrand, maximizing the functional F (@, ¢) w.r.t. each of
the distributions @); involves solving the following Euler equations:

+A(Z — Q1Q2Q3) (B.3)
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99 __d <ag“>:0 (B.4)

9Q;  dxy \ 90,
09a d (0ga\
w‘@(az)o (B:3)

where we denote Q; = dQ;/dxy,. Substituting from equation (B.3) in equation (B.5)
we get d\/dxy = 0. This implies that the Lagrange multiplier A is not a function of
any of the hidden variables — an important result that will be used in the following
steps. Similarly substituting from equation (B.3) in equation (B.4) and performing the
differentiation with @Q; = Q)1 we get:

Q2Q3 [In p(xp, X35 P) — InQ1 — In Q2Q3] — Q203 — Q203 =0 (B.6)

Integrating the above equation w.r.t. xo and x3 we get:

(Inp(xp, X5 @)) 0,0, — Q1 — /Q2Q3 In Q2Q3dradrs —1 - X =0 (B.7)
Solving for ()1 we get:

exp (In p(xp, X3 ¢)>Q2Q3
exp (1+ A+ [ Q2Q31n Q2Q3dxadus)

The denominator is independent of z; since we have shown that A is not a function
of the hidden variables, and our assumed independence Q(x3) = Q1(x1)Q2(x2)Q3(x3)
implies that QQ2Q3 is also independent of #1. Hence the denominator can be treated as
simply a normalizing constant, and we can express the solution for the individual @); that
maximizes the functional F (Q, ¢) under the assumed factorization as:

Q1=

exp (Inp(xp, X3 P)) g, _,

Qi(wi) = [ exp (In p(xp, x7; ¢)>Qk¢i dz;

or equivalently:

In Q;(z;) = (Inp(xp, X3; qb))Qk# + const,,

where (-) Qs denotes expectation taken w.r.t. all distributions Qj except Q;.

B.1.1 Solution for Partial Factorization

Let us drop the assumption of complete factorization for now and examine how our
solution changes when the factorization is partial. Suppose our current example had the

partial factorization Q(xy) = Qi2(x1,72)Q3(x3) = Q1(x1|r2)Q2(x2)Q(x3), then if we
were trying to find a solution for )1 we would not be able to separate the In Q1 term out
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of the integral as we have done in eq. (B.7), due to the fact that Q; = Q1(x1|x2) and has
a dependency on xo. Our only way out of the problem is to infer the joint distribution
Q12(x1,x2), and hope to be able to factor the resulting distribution into Q1 (z1|z2)Q2(z2).

The final solution also changes if we were trying to maximize the functional w.r.t. Qo.
We would proceed as if we assumed full factorization as before and arrive at the following
equation which is analogous to equation (B.7)

(Inp(xp,x14;9)) g, 0, —In Q2 — /Q1Q3 In@Q1Q3dridrs —1-A=0

In this situation however, we must keep in mind that @ is actually Q;(z1|z2) and
hence has a dependency on x3. Now when we solve for Q2 we should take care to place
all of the terms in the equation that have a dependency on s in the numerator. We then
arrive at the equation:

Qate) xex W plxo. x5 Dl g, — [ @a(anken) 1 Qu(oraahi
or equivalently

In Q2 = (Inp(xp, X315 @)) g, g, + entropy {Q1(x1]x2)} + const

Note that this method gives exactly the same result as the equivalent method of
using the simple factorial approximation to determine the update for the joint posterior
Q(x1,x2) and subsequently marginalizing out x; to obtain Q(z2).

B.2 Variational Approximation for Mixture Models

For convenience, we will repeat the log probability of the of the statistical model repre-
sented by figure 3.1:

N

1 1
In p(xp, x3; M2) = Zsﬂ [5 In |Py| — 5(){Z — ) Py (% — ) + ln(]
i=1
1 1 .
+ iz |5 In[Paf — 5 (% — p15) P2 (x; — o) +1In (1 - ¢)
d 1 a 7 (B.8)
=1 —In|Py,| — — P.u,, :
+m;2{2 nao+2n\ | 5 Pm n ]
v—d—1 1
— | In|Pyw| — =Tr [R7'P,,

+(ur —1)In¢ + (u2 — 1) In (1 = ¢) + constxy, x,
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If we assume the factorization Q(xy) = Q(u, P)Q(S)Q(¢), we can use the results
derived in appendix B.1, to obtain the update equations for the marginal distributions
over each set of factored variables.

e For Q(¢):

N N
nQ(() = (Ul + Z (si1) — 1) In¢+ (uz + Z (8i2) — 1) In(1—¢)+const: (B.9)

1=1 =1

From equation (B.9) we can infer the following:

Q(¢) = Beta (¢; 1, t2)

N
ﬁl =uy + Z <5i1>
i=1
N
’112 = U9 + Z <8,’2>
i=1
e For Q(pp,, Pm):

1 (& 1 -
1HQ(Hm, = 5 Z Szm In |Pm| - 5 Z <szm> (Xi - ,u’m) P, (Xz‘ - Illm)

i=1 i=1

—d-1
S [Po| - 2uTP,, <VT> In [P,,]

1
2
1 -1

3 Tr [S Pm] + consty,  p,,

(B.10)

From equation (B.10) we can infer the following:

Q(w,,, Prm) = Normal (um, mﬂn), Lm)) Wisharty, (Pm; f{m)

%, — S (Sim) X
YL (sim)

-1
E;, <Z Sim +O40> P;ml

N N
msim) = Eum (Z <Szm>> Pm)_(m - ]VZz—l <8’Lm> )_(m

> izt (Sim) + ao
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N .
Z]Vi:1 (8im) a0 Xmi%

21 (Sim) + ao

N
Ry' =R D (sim) (%0 — %om) (x5 = %on) " +
i=1

l)m =v+ Z<Slm>

e For Q(S):
1 1 T
I Q(sin = 1) = 5 (I [P1f) = 5 {(xi = ) P (xi = py) ) + {In ) + consty,,
Similarly,

Qs> = 1) = 5 (i [Pal) — - ((xi — 12)"Pa (xi — 1)) + {In(1 — ) + const,

The expectation <(xl — o, ) P, (x5 — um)> is deceptively simple. Expanding the

quadratic as follows:
((%i = 1) P (%3 = b)) = i (P Xi = 2XT (Poaty) + (1P

we notice that the only tricky expectations are (P,,u,,,) and <p%Pum>, which sim-
plify considerably on consideration of the update equations for Q(u,,, Py,) giving:

(6 = )P (65 = p) ) = (%3 = (ol Pon)) (P} (i = (py [ Pr))
+ (Cov (1| Prm) Prn)

B.3 Variational Approximation for Forgetting Rates

For convenience, we will repeat the log probability of the of the statistical model repre-
sented by figure 3.12:

1y,
Inp(y, w, A, iy |x) = Z [5 In ﬁ - ?y (4, — Wpp)?
n=1
1. A A 9
+-In— — — (wyp, —wp_1)
1. G <o N2
+ B In o B (wo ’wo)

+axlnby —InT (ay) + (ay — 1) In XA — byA
+ayInby —InT (ay) + (ayp — 1) Iny — by,
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If we assume the factorization Q(x3) = Q(W)Q(A\, 1y), then from the graph structure
in figure 3.12 we can see that this factorization also results in the factorization Q(\,v,) =
Q(N)Q(2y). Hence, we can use the results derived in appendix B.1, to obtain the update
equations for the following marginal distributions:

e For Q(1y):

N by o
an(T/’y):Eln¢y_7Z< — WnTn 2>N+(aw—1)ln¢y
— byt + consty, (B.12)

From equation (B.12) we can infer the following:

Q(vy) = Gamma (@Z)y; Qs I;¢)

. +E
ay = ay +
1 N
_ 1 %
N 27;< ~ Wnin) >N
N
1 9 1
= + — Jjn _|_ J—
2; [ ) ‘Pn]
e For Q(N):
N A
nQ\) = 0} In\ — 5 Z <(wn - wn,1)2>N + (ayx — 1) In A — byX + consty (B.13)
n=1

From equation (B.13) we can infer the following:

Q()\) = Gamma ()\; i, BA)

N
ax = ax + 5
1 N
by =by+ inzz:l <(wn Wn—1) >N
N
1 2 1
= b)\ + 57; |:<<U)n>N - <wn—1>N) + a + o1 —2Cov (wn_l,wn)

In order to estimate the Cov (w,—1,w,) term we must consider the joint posterior
distribution of (w1, wy,), which can be written as:
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_ Q (wn|wp-1) Q (wn*1|XD1:nfl)
f Q (wn‘wn—l) Q (wn—IIXDlmfl) dwp—1

Q(wn_17wn‘xD1:N) Q(wn’XDLN)

where

Q (wp|wyp—1) = Normal (wy; wy—1,1/A)
Q (wyp—1|xp,,,_,) = Normal (wn—1; (Wp—1),,_1,1/Cn1)
Q(wn|xp, ) = Normal (wn; (wn)  , 1/¢N)
Since all the distributions involved are Gaussian, it is easy to show that the resulting

joint distribution Q(wy,—1, wy|xp,. ) is also Gaussian, and using Schur complements
(see appendix A.1), we can derive the off-diagonal covariance term:

<)‘> (Cn—l + <)‘>)
Pn—1 |:(Pn (Cn—l + <)\>) + </\>2]

Cov(wp—1,wy) =

B.4 Derivation of Probabilistic Backfitting

To derive an EM solution to probabilistic backfitting, we begin with the complete log
likelihood of equation (4.15):

N

N 1
Inp(xp, x7; @) = =5 Ity — S0 S (i —172)°
Yi=1
d N
a Z [% n e + 21!)1 Z(sz — b fim (X33 om))2 + const
m=1 zm o, _q

Taking expectations w.r.t. p(xy|xp;¢) where x3y = {Z}, and differentiating with
respect to each of the parameters ¢ = {{bm, ¢zm}ﬁaz1 ,wy} we get the following M-step

equations:

2 (i) fm(x0)
Zi]\il fm(x:)?
1 [ N N
Yy = N [Z y: — 217 Zyi (zi) + 1T (Z <zzz;f>> 1]
=1 i=1 i=1

1 [& al =
Yom = N [Z <2’12m> — 2by, Z <zzm> fm(xz) + bzn Z fm(xl)2]
=1 =1 =1
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The expectations (z;), <zzz > (zim) and < Zm> which feature in the above equations
must be evaluated w.r.t. the posterior distribution p(xp|xp;¢). Using Bayes rule, the
posterior distribution over the hidden variables Z can be evaluated as follows:

In p(z;|yi, x;) = Inp(y;|z;) + In(z;|x;) + const

1 1
=—— (yi— 1Tz,‘)2 — —(z — Bf(xi))T\Ilz’1 (z; — Bf(x;)) + const
2% 2
1 L7 (1 -1
:__ —11 ""‘I’ z; —2z; | —1y; + ¥, Bf(x;) | + ...
Yy Py
-+ const

where we define B = diag[by - - - by|, and ¥, = diag[1).1 - - - ¢,4]. Since this expression is
quadratic in z;, we can infer that the posterior distribution of z; is Gaussian with the
following parameters:

z;|yi, x; ~ Normal (zi; X lyxo “zi)

1 B -1
Solyx = (w—ynT + 1) (B.14)

1 -
Kz = 2z|y,x (w 1y + ¥, 1Bf(xz>>
Y

Applying the Sherman-Morrison-Woodbury matrix inversion lemma'to the expression
in equation (B.14) we get:

v.117w,
> =0, B.1
z|yx wy"i_l ‘I’ 1 ( 5)
v,117w, 1
= 1 v IBf
= (- g ) (s 9200 )
v.1 ¥.117B
= —= )y B- —2 " — |f(x; B.16
<¢y+1T\I,z1>yl+( %HT\PZJ (x:) (B.16)

Although these equations appear to require quadratic computational complexity, we
note that we are only required to compute the terms 17 (z;), 17 <zZ > , (zim), and
<zm>. Using the parameters of the posterior distribution derived in equations (B.15) and
(B.16), and defining s = 1, + 17W .1, we can derive the following E-step equations:

IXRY +A) ' =A"' - A XR '+ YA'X)tyA™!
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m=61l m=l (B.17)
1
== [ mzlwm) + wbef(xn]
d 1/ & 2
17 (gl ) 1= 3 e (Z wzm) + (17 ()
e m=1 (B.18)
- (Z wzm> + (17 ()
m=1
(zim) = bim + ~ e (31— bTE(x1) (B.19)
<Z12m> = Yom — %djgm + <Zim>2 (B.20)
This allows us to derive the following EM update equations:
M-Step : E-Step :
s (£ ) [t ()
Zij\il fm(Xi)2 m=1 5 m=1
1 & a2 ) 1
@Z)y = N Z (y’L -1 <Z1>) + 1 EZ]‘ Ozm = ¢zm (1 - ngm>
i=1
1 & 2 2 1 T
1/}zm = N Z (<sz> - bmfm(xz)) +0m <sz> = bmfm(xl) + ngm (yl —b f(x’))

i=1

where we define s = ¢, + anzl Yam

B.5 Variational Approximation for Bayesian Backfitting

B.5.1 Regularizing the Regression Vector Length

Starting with the joint distribution outlined in equation (4.25), we can use the same pro-
cedure outlined in previous sections to obtain update equations for the marginal posterior
distributions:

183



N

N 1 2
Inp(xp,x3; P) = —5111% " %0, Z (vi —17z;)
Y i=1

d N

N 1
B L D DIC TR IC )
1 zm

i=1
d
d «@
+ 511’10& — 5 Z b?n
m=1

+ (aq — 1) Ina — boo + consty,, x,,

We assume the factorization Q(b,«a,Z) = Q(b)Q(a)Q(Z) which allows us to derive
the following update equations:

e For Q(a):
InQ(a) = lnaf—ZbQ o — 1) Ina — bya + const,, (B.21)

From equation (B.21) we can infer the following:

Q(a) = Gamma (a; Qs I;a)

da:aa+§

(bb)

be = by
T

e For Q(b):

d N
InQ(b Z [2¢ Z (Zim — b fn (%5 0m)) ] — % Z b2, + const, (B.22)
M —1

m=1 m=1

From equation (B.22) we can infer the following:

Q(b) =

m=1

11
Ul%m <'¢ me Xz >
A1

1 N
Hb,, = Ugm (wzm Z (sz> fm(xl)>

=1

Normal (bm; J 1 Ugm )
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B.5.2 Alternative Posterior Factorization

The joint distribution over all variables in the model of figure 4.7(a) is:

N 1
Inp(xp,xy; @) = ——Intpy — — Z (yi — lTZi)2

N d a d o N

2
t g 2 gy 2 e bafu)
+ glna — %bTb

+ (aa — 1) Ina — boo + consty,, x,,

Instead of the complete factorization assumed in sections 4.4.1 and 4.4.2, we only
assume the following:

Q(b) «, Z) = Q(bv a)Q(Z)

Even with the assumption of complete factorization relaxed, the model can still be
analytically solved as follows:

e For Q(b, a):

d

Nd 1 & 2
InQ(b,a) = - Ina—« E %0 g <(sz — by fn (i) >
m=1 zZm

i=1 (B.23)

d
+ 3 Ina — %bTb + (aq — 1) Ina — by + constyp o

From equation (B.23) we can deduce the following:

d
Q(b,a) = Q(a) [ Qbmla)
m=1

Q(by|a) = Normal (bm; b, s ng)

b (& B
Ggm - ;m <Z fm(Xi)2 + wzm>
=1

N -1 /N
Ub,, = (Z fm(Xi)2 + wzm> (Z (#im) fm(X1)> (B.24)

i=1 =1

Note that in Eq. (B.24), the posterior mean (by,|am,) = s, is actually independent
of a,,. We can now rewrite equation (B.23) in terms of the conditional posterior of
b, as follows:
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Taking the exponent and integrating out b we can derive the following log marginal
distribution for «:

d N 2
1
InQ(a) = ~3 Z [— In 271'ng + wcjm Z <2’12m — %]

=1 m

Nd+d
—|—<aa+ 2+ —1) Ina — by + constq,
1 d o N M
__= _ﬂ

Nd
+ (aa + - 1) Ina — by + constq,

We can therefore deduce that the posterior distribution over « is:

Q(a) = Gamma (a; Qs l;a>

Nd
(o = Gq + 7
d 1 N N -1 N 2
bo + z_:l % z; <Z7,2m> - (z; fm(Xi)2 + ¢zm> (Z; (sz> fm(xz)>

Note that instead of expressing the joint distribution p(b, ) and subsequently in-
tegrating out b, we could also use the result derived in section 2.3.2 to directly
derive the identical update equations for Q(«). Given the forms of the distribu-
tions Q(bm|a), and Q(«), it is easy to show that the marginal posterior of each
regression coefficient is a Student-t distribution:

d
= H 2% (me/meyaz)
m=1

1/2
(v +1)/2) 1
T ( 2 >

vmoj,
m
V=20,

1 (x—
1+_( 5b7ﬂ

m

)2] —(v+1)/2
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N LN
= (Z (xi) 24 ¢2m> (Z (Zim) fm(xl>>

i=1

-1
(Z fm Xz +wzm)

=1

O“

2
me
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